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Symmetry is fundamental in the description and simulation of quantum systems. Leveraging
symmetries in classical simulations of many-body quantum systems often results in an exponential
overhead due to the exponentially growing size of some symmetry groups as the number of particles
increases. Quantum computers hold the promise of achieving exponential speedup in simulating
quantum many-body systems; however, a general method for utilizing symmetries in quantum sim-
ulations has not yet been established. In this work, we present a unified framework for incorporating
symmetry groups into the simulation of many-body systems on quantum computers. The core of our
approach lies in the development of efficient quantum circuits for symmetry-adapted projection onto
irreducible representations of a group or pairs of commuting groups. We provide resource estima-
tions for common groups, including the cyclic and permutation groups. Our algorithms demonstrate
the capability to prepare coherent superpositions of symmetry-adapted states and to perform quan-
tum evolution across a wide range of models in condensed matter physics and ab initio electronic
structure in quantum chemistry. Specifically, we execute a symmetry-adapted quantum subrou-
tine for small molecules in first quantization on noisy hardware, and demonstrate the emulation
of symmetry-adapted quantum phase estimation for preparing coherent superpositions of quantum
states in various irreps of a symmetry group. In addition, we present a discussion of major open
problems regarding the use of symmetries in digital quantum simulations of many-body systems,
paving the way for future systematic investigations into leveraging symmetries for practical quantum
advantage. The broad applicability and rigorous resource estimation for symmetry transformations
make our framework appealing for achieving provable quantum advantage on fault-tolerant quan-
tum computers. The efficiency of the proposed symmetry-adapted subroutine holds the promise for
exponential speedup in quantum simulation of many-body systems for symmetry-related properties.

I. INTRODUCTION

Symmetry is an important concept and it has been
widely used in many fields, ranging from unification of
fundamental interactions in physics [1, 2] and the foun-
dation of complexity theory in computer science [3, 4], to
the description of materials and molecules [5, 6].

To formally describe symmetries, sophisticated math-
ematical tools such as group and representation theory
have been developed [7, 8]. These tools include the
transformation between group elements and their irre-
ducible representations (irreps), i.e., the group Fourier
transform, which conveniently captures this relation-
ship [9, 10]. The group Fourier transform has found vari-
ous application ranging from engineering to physical sci-
ences [11]. In addition to individual groups, interesting
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relationships between pairs of groups have been revealed,
often called dualities [12, 13] which enable natural and
simple decomposition for group actions and their repre-
sentations. These group duality theorems result in pow-
erful transformations between group elements and their
irreps for pairs of commuting groups [14]. One promi-
nent example is the Schur transform, which concerns the
permutation and local unitary group pair [15].

These mathematical triumphs in group theory are ac-
companied closely by their powerful applications in the
description [1, 2] and simulation [5, 6] of physical sys-
tems. For example, successful reduction in computa-
tional cost is routinely achieved in state-of-the-art clas-
sical simulation of quantum chemistry using point group
symmetries [16] or periodic systems with translational
symmetries [17]. Other quantum mechanical symmetries
such as permutation of identical particles have also been
considered [18]. In many-body systems, the spin of the
particles is inherently related to their quantum statis-
tics. In fact, fermions and bosons can be viewed as ir-
reducible representations of the permutation group for
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half-integer and integer spin, respectively [19]. In the
fermionic case, examples of such symmetry include the
construction of many-particle wave functions with a fixed
total spin quantum number (or projection of total spin
along a fixed axis), such as the spin-flip coupled-cluster
theory [20, 21] and the celebrated unitary group approach
(UGA) [22–26] and its variants [27].

However, leveraging group transformations beyond
small physical systems has faced significant challenges.
One major reason is that the size of underlying group
(and the associated transformation) often scales exponen-
tially or combinatorially with the number of particles in
quantum systems. This leads to an exponential overhead
to execute such transformations on classical computers.

Quantum information science provides novel tools and
techniques to realize and make use of these powerful sym-
metry transformations. Not surprisingly, it has been dis-
covered that efficient quantum circuits exist for some
group Fourier transforms [28, 29] and the Schur trans-
form [30, 31]. The group Fourier transform has been
combined with controlled group actions to realize the so-
called generalized quantum phase estimation algorithm
[32, 33]. More recently, the Schur transform has been
further generalized to include both the local unitary with
its dual unitary, where efficient quantum circuits are de-
veloped for such mixed Schur transforms [34–36]. These
quantum circuits for symmetry transformations [37] have
been used in quantum information theory for testing
states and channel properties [32, 38, 39] and for design-
ing better quantum teleportation protocols [36].

Despite the progress on leveraging symmetry trans-
formations in quantum information theory, utilization
of symmetry transformations in quantum simulation
remains rare. Scattered examples include symmetry-
adapted hybrid quantum-classical algorithms to improve
their performance [40, 41]. Symmetry is also used to pro-
tect certain quantum simulation algorithms [42–44]. A
very similar approach to what is presented in this work
has been applied to quantum machine learning of point
cloud data [45].

As the description and analysis of many seemingly
disparate quantum algorithms is simplified and made
more uniform [46–48], a new opportunity has arisen in
standardizing and simplifying the treatment of generic
symmetry-adapted quantum subroutines. By doing so,
one natural question becomes: is it possible to leverage
the coherent nature of quantum computers to simultane-
ously produce a coherent superposition of states in dif-
ferent irreps of a symmetry group? If so, is it possible to
achieve significant quantum speedup for a wide class of
quantum simulation problems based on efficient quantum
subroutines for symmetry transformation?

There are three key challenges for such a unified treat-
ment of symmetry transformations for quantum simula-
tion of physical systems. First, group theoretical trans-
formations need to be converted into efficient quantum
circuits, which are not obvious to achieve. Second, the
quantum circuits developed for symmetry transforma-

tions often directly operate on qubits. It is not clear
how to relate the qubit computational basis to degrees
of freedom in physical systems of interest. This depends
on how the underlying physical systems are mapped to
quantum computers. Third, for different mappings, the
intrinsic symmetry of the physical systems may mani-
fest as different symmetries on quantum computers. For
example, permutation symmetry of local fermionic oper-
ators becomes a non-local operation under the Jordan-
Wigner transformation. This creates a gap between pure
mathematical group representation theory and realistic
many-body physical systems. It makes it even more chal-
lenging that this gap intertwines with the quest for ef-
ficient simulation of many-body systems using quantum
algorithms.

In this work, we address these challenges by providing
a general framework for leveraging arbitrary symmetry-
adapted transformations to perform quantum simulation
of many-body systems on quantum computers. As a sec-
ond major contribution, we articulate open problems for
provable quantum advantage in simulating many-body
systems by exploiting symmetries. In more detail, we
discuss efficient quantum circuit implementation of sym-
metry transformations for common groups and pairs of
commuting groups relevant for many-body systems. We
further demonstrate how such symmetry transformations
can be used to transform physical states and operators
on quantum computers.

We illustrate the broad applicability of our framework
for symmetry-adapted preparation, Hamiltonian simula-
tion and quantum phase estimation. Our methodology
can be applied to diverse systems ranging from spin lat-
tices in condensed matter physics to the ab initio elec-
tronic structure problem in quantum chemistry. Cru-
cially, for a given many-body system, the symmetry-
adapted transformation allows preparation and manipu-
lation of coherent superposition of states within different
irreps of a symmetry group on quantum computers. Cir-
cuit constructions and resource estimations are provided.
Lastly, we validate our symmetry transformation subrou-
tine by preparing coherent superposition of singlet and
triplet states of H2 molecules using a Noisy Intermediate-
Scale Quantum (NISQ) device. We also demonstrate that
the symmetry transform allows determination of singlet
and triplet energies of H2 simultaneously, which offers
additional quantum speedups for chemistry simulations.

The rest of the paper is organized as follows. Sec. II
provides constructions of quantum circuits for group
Fourier transform and generalized phase estimation for
single and pairs of commuting groups common in many-
body systems. Sec. III discusses how to incorporate
these symmetry routines in generic quantum algorithms
to transform states and operators, with illustrative ex-
amples provided. We summarize major open problems in
dealing with symmetries in many-body systems on quan-
tum computers in Sec. IV. Conclusions and outlook are
presented in Sec. V.
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II. SYMMETRY GROUP TRANSFORMS

We discuss symmetry group transformations and their
quantum circuit realizations in this section. Sec. II A
presents a general discussion on quantum character
transforms and how they can be used to construct pro-
jections into particular irreps. Resource estimations
on cyclic groups and symmetry groups are provided in
Secs. II B and IIC, respectively. The general case for fi-
nite groups is discussed in Sec. IID and direct product
groups are discussed in Sec. II E.

A. Quantum Character Transform and Group
Symmetry Transformations

In this section, we will exploit the orthogonality re-
lations of the characters of the irreps labeled by Γ of a
group G to form quantum circuits for projection opera-
tors onto the subspace spanned by that irrep.

1. Characters and Symmetry Projectors

The character χΓ(g) of a group element g in the Γ-th
irrep is the trace χΓ(g) =

∑
iD

Γ
ii(g) of the representation

matrix DΓ(g). The orthogonality relations for characters
are

1

|G|
∑

g∈G

χΓ(g)χ
∗
Γ′(g) = δΓ,Γ′ , (1)

where |G| is the order of the group, δΓ,Γ′ is the Kronecker
delta, and ∗ denotes complex conjugation. Using this
relation, the projection operator P̂Γ into the Γ-th irrep
can be derived using the characters of the group elements.
The goal is to construct an operator that projects any
quantum state |ψ⟩ into the subspace according to the Γ-

th irrep. The projection operator P̂Γ for the Γ-th irrep
can be defined as

P̂Γ =
dΓ
|G|

∑

g∈G

χ∗
Γ(g)ρ(g), (2)

where dΓ is the dimension of the Γ-th irrep and ρ(g) is
a unitary operator representation acting on vector space
V corresponding to the group element g. Formally, ρ :
G → GL(V ) is a mapping from a group G to a general
linear group on vector space V . To see how this works,
the action of the projection operator on |ψ⟩ is

P̂Γ |ψ⟩ = dΓ
|G|

∑

g∈G

χ∗
Γ(g)ρ(g) |ψ⟩

= aΓ|ψΓ⟩ .
(3)

Here, aΓ is the amplitude of the projection of |ψΓ⟩ on |ψ⟩
and ρ(g) acts on the Hilbert space of |ψ⟩. One can show

that P̂Γ is indeed a projection operator and a proof is
given in Appendix A.

Given a group G and an element g ∈ G, the conjugacy
class of g in G is the set C(g) = {hgh−1 | h ∈ G}. From
now on, we will label the conjugacy classes by C to sim-
plify the notation. In the case of abelian groups, all the
irreps are one-dimensional, and the number of conjugacy
classes equals the number of group elements, because all
elements commute according to hgh−1 = g.

For groups with further structure where the conjugacy
class has more than one elements, Eq. (3) can be fac-
torized on conjugacy classes because the characters of all
group elements in the same conjugacy class are equal

P̂Γ |ψ⟩ = dΓ
|G|

NConj∑

C

χ∗
Γ(C)




|C|∑

g∈C

ρ(g) |ψ⟩


 = aΓ|ψΓ⟩ ,

(4)
where NConj is the number of conjugacy classes while |C|
is the number of group elements in a given conjugacy
class C. Here χΓ(C) denotes the character for a given
conjugacy class C. Despite the similarity of Eq. (4) with
(3), Eq. (4) has the advantage that this allows us to deal
with only the irrep and conjugacy class label without the
need to explicitly deal with each dimensions of an irrep
(or similarly deal with each individual group element in
the same conjugacy class). Applying a linear combina-
tion of projectors in Eq. (4) to a state |ψ⟩, results in a
superposition of states spanning each irrep Γ

∑

Γ

P̂Γ |ψ⟩ =
∑

Γ

aΓ |ψΓ⟩ , (5)

which will allow coherent manipulation of all the irreps
of a symmetry group simultaneously. In next section, we
show how to achieve this on quantum computers by defin-
ing a new unitary transformation, the Quantum Charac-
ter Transform.

2. Quantum Character Transform and Group Symmetry
Transformations

For a given group, the column index of the character
table runs through conjugacy classes C and the row index
represent the irreps Γ. The number of conjugacy classes
is equal to the number of distinct irreps [49], which means
the character table is a square matrix. Each column of
the character table encodes the characters χΓ(C) of a
given conjugacy class C in different irrep subspace Γ.
Group theoretical results guarantee that any two columns
of the character table are orthogonal. Similarly, any two
rows of the character table are also orthogonal if the order
of each conjugacy class is properly included

NConj∑

C

|C|
|G|χΓ(C)χ

∗
Γ′(C) = δΓ,Γ′ , (6)
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which can be derived from Eq. (1) by using conjugacy
classes [50].

The orthogonal relationship in Eq. (6) suggests that
the character table can be represented as a unitary ma-
trix (up to constant rescaling factors), which can there-
fore be realized on a quantum computer! In more detail,
the Quantum Character Transform (QCT) for a group
G, which we denote QCTG, can be written explicitly as

QCTG =

NConj∑

C

∑

Γ

√
|C| · χΓ(C)√

|G|
|C⟩ ⟨Γ| . (7)

As a result, the matrix elements of the QCT are given by

the expression QCT(C,Γ) = ⟨C|QCTG |Γ⟩ =

√
|C|·χΓ(C)√

|G|
.

As a familiar example, the quantum Fourier transform is
nothing but the QCT for the cyclic group ZN of N ele-
ments {e, g, g2, · · · , gN−1}. As ZN is an Abelian group,
the number of group elements equals the number of con-
jugacy classes.

The QCT can be combined with the following con-
trolled group action to realize a quantum coherent super-
position of all irrep sectors. Specifically, the controlled
group action can be thought of as a SELECT operator
indexed on the conjugacy classes, with all the group el-
ements of the conjugacy classes controlled on the conju-
gacy class index |C⟩ ⟨C|

SELECT[ρ̃G] =

NConj∑

C

|C⟩⟨C| ⊗ 1

|C|

|C|∑

g∈C

ρ(g)

=

NConj∑

C

|C⟩⟨C| ⊗ ρ̃(C) ,

(8)

where NConj is the number of conjugacy classes for the
group of interest, and the conjugacy classes are iterated
over in the summation. To simplify the notation, from
now on we will drop the upper limit NConj of the sum
over conjugacy classes. For convenience, we have defined

ρ̃(C) = 1
|C|
∑|C|

g∈C ρ(g), which is an equally-weighted Lin-

ear Combination of Unitaries (LCU), with each unitary
being a unitary representation of the group element g. If
|C| > 1, this can be implemented with a single additional
PREPARE register when mid-circuit measurement and re-
set are used. This is shown in Sec. IID, with resource
estimates for the general case.

Combining the QCT and the SELECT results in the
Generalized Symmetry-Adapted Transform, TGSA. The
abstract quantum circuit implementing TGSA is shown
in Fig. 1. The TGSA circuit acts on a quantum state

n|Γ⟩ QCTG

SELECT[ρ̃G]

QCT †
G

|Γ′⟩

|ψ⟩ |ψΓ′⟩

FIG. 1. Quantum circuit for TGSA showing symmetry trans-
formation circuits of |ψ⟩ under irrep Γ, where QCTG is the
quantum character transform as defined in Eq. (7). The
square box is a multi-control that runs across all indexes on
the Γ register.

|Γ⟩ ⊗ |ψ⟩ as follows

TGSA |Γ⟩ ⊗ |ψ⟩ =
∑

Γ′

∑

C

|C|
|G|χΓ(C)χ

∗
Γ′(C)ρ̃(C) |Γ′⟩ ⊗ |ψ⟩

=
∑

Γ′

1

|G|
∑

C

χΓ(C)χ
∗
Γ′(C) ·

|C|∑

g∈C

ρ(g) |Γ′⟩ ⊗ |ψ⟩ . (9)

This circuit formulation slightly modifies Eq. (5).
The character product can be expanded further us-
ing the Clebsch-Gordan relation χΓ(C)χ

∗
Γ′(C) =∑

λ c
λ
ΓΓ′χλ(C), ∀C ∈ G, where cλΓΓ′ are the Clebsch

Gordan coefficients [50]. When Γ = 0 (the trivial repre-
sentation), χ0(C) = 1,∀C ∈ G. Eq. (9) simplifies to a
rescaled a projector:

TGSA |0⟩ ⊗ |ψ⟩ =
∑

Γ′

1

|G|
∑

C

χ∗
Γ′(C) ·

|C|∑

g∈C

|Γ′⟩ ⊗ ρ(g) |ψ⟩

=
∑

Γ′

1

dΓ′
|Γ′⟩ ⊗ P̂Γ′ |ψ⟩

=
∑

Γ′

aΓ′

dΓ′
|Γ′⟩ ⊗ |ψΓ′⟩ , (10)

where the post-selection probability to obtain a state in
irrep Γ′ will be |aΓ′/dΓ′ |2, when the irrep register is mea-
sured. Therefore the TGSA circuit rescales the projection
by the dimension dΓ of the irrep Γ. If the input state
on the ancilla register is a superposition of different irrep

states, one should use QCT †
G. This can allow coherent

control and simulation of states within individual irreps,
where the number of required ancilla qubits to label a
given irrep only scales logarithmically as the number of
irreps increases. Such individual control on different ir-
reps is desirable for applications such as quantum chem-
istry where a triplet electronic state will response differ-
ently to magnetic field than a singlet one, therefore may
require different quantum subroutines to simulate. We
leave further exploration of the advantages of TGSA in
various applications to future works.

However, if the ancilla starts from |0⟩⊗n
such as when

using the TGSA as a projector to a specific irrep Γ, a
simpler PREPARE can be used as shown in Appendix B,
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which can reduce the gate count significantly and also
remove the dΓ by introducing a uniform renormalization
factor. A similar circuit construction has been proposed
in [45], with application to quantum machine learning.

To find the relevant symmetry transformation circuits,
we require two fundamental operations: SELECT[ρ̃G] and
QCT for the relevant group. In particular, the controlled
group actions and the QCT are bespoke to each group
arising from their structure. Some examples are pre-
sented in the next section.

B. Cyclic Group ZM

In this section, let us consider a specific example of the
QCT for the cyclic group G = ZM . This simplifies for
the cyclic group as the group is abelian, and therefore,
the number of group elements equals the number of con-
jugacy classes and |C| = 1. In this case, each irrep Γ = k
can be labelled using an integer k = 0, 1, 2, . . . ,M − 1
(mod M) and is one dimensional dk = 1 due to the
abelian structure. Furthermore, C = v will label the
conjugacy classes. In our case, they are given by group
elements v = 0, 1, 2, . . . ,M − 1 χk(v) = e2πikv/M is the
kth character of ZM evaluated for v. The irreps of ZM

are one-dimensional, and therefore, the irreducible repre-
sentations can be defined in terms of the characters. The
order of the group is |G| =M .

With all these elements at hand, from Eq. (7) we obtain
the expression for the QCT for G = ZM

QCTZM
= UQFT =

1√
M

∑

k∈ZM

∑

v∈ZM

e2πikv/M |v⟩ ⟨k| .

(11)

This expression is nothing but the quantum Fourier
transform for a m-qubit system provided that M = 2m

and by representing the group elements using the binary
representation v = v1v2 · · · vm. More formally, the inte-
ger v can be written as v = v12

m−1 + v22
m−2 + vm20.

From now on, we will use v to denote integers (mod M)
while v will denote their binary representation.
One interesting example is the case M = 2, where the

group Fourier transform acts on a single qubit and is
given by a Hadamard gate H, as follows

QCTZ2 = H =
1√
2

1∑

a=0

1∑

b=0

(−1)ab |a⟩ ⟨b| . (12)

The next step is to construct the controlled group ac-
tion SELECT[ρ̃ZM

]. In the case of the cyclic group, the

group elements |v⟩ = T̂ v |0⟩ =
⊗m

l=1 T̂
(vl2

m−l) |0l⟩ ap-
pearing in Eq. (11) are generated by powers of the cyclic

shift operator T̂ such that T̂ |j⟩ = |j + 1⟩ such that

T̂M = 1̂ with 1̂ being the identity operation. When
acting on the state representation spanned by |ψ⟩, this

|j⟩ T̂ |j + 1⟩
=

...
...

FIG. 2. Quantum circuit that increments an integer j =
j1j2 · · · jm by 1 to j+1, where each qubit on the right diagram
represents a binary digit jl of j. Here we use the binary
decomposition j = j12

m−1 + j22
m−2 + jm20 of the integer j.

is the binary modular +1 increment operator. This is
shown in Fig. 2. The controlled group action is a con-
trolled indexed power of the same operator. The powers
of T̂ are simply implemented by sequential applications
of the controlled circuit box. The factorization identity
of Fig. 3 can, therefore, be used to reduce the number of
multi-controlled operators

SELECT[ρ̃Zm
] =

M−1∑

v=0

|v⟩⟨v| ⊗ T̂ v (13)

=

m∏

l=1

[
|0⟩⟨0|l ⊗ I⊗m + |1⟩⟨1|l ⊗ T̂ 2(m−l)

]
,

(14)

where v is the integer represented by the m-bit string v
and l labels the lth bit.

T̂ 0 T̂ 1 T̂ 2 T̂ 3
=

T̂ 20 T̂ 21

FIG. 3. Circuit identity for
∑M−1

v=0 |v⟩⟨v| ⊗ T̂ v showing how
a linear combination of sequentially increasing powers of uni-
tary T̂ [51] can be efficiently factorized.

It is well known that the number of two-qubit gates
in QFT scales as O(m2). For the cyclic group of ZM

there are M irreps. Therefore, the irrep register which
the QFT acts on, will have m = log2(M) qubits. We
assume this is a negligible cost and that the dominant
cost is the powers of controlled increment boxes. This is
displayed in Table I, where two compilation schemes are
defined for the individually controlled group operation
and the SELECT operation.
The naive compilation using the incrementer uses the

compilation presented in Ref. [52], using log2(m) condi-
tionally clean qubits. The cost of the individual incre-
mentation step is efficient; however, to apply the SELECT
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Controlled Increment(+1) SELECT

Primitive Qubits Ancilla T Toffoli Depth T Toffoli Depth
Incremeter[52] m+ 1 log2(m) 12(m+ 1) 3(m+ 1) O(m+ 1) O(exp(m)) O(exp(m)) O(exp(m))

Adder [53] m m 8m+O(1) 4m O(m) 8m2 +O(1) 4m2 O(m2)

TABLE I. Resource estimates for two different implementations of the SELECT operation in the cyclic group projector and the
controlled group action of a cyclic shift by binary increment +1 operation, for a cyclic group ZM where m = log2(M) is the
number of ancilla qubits.

|Γ⟩0

QFT QFT †

|Γ′⟩0

|Γ⟩1 |Γ′⟩1

|Γ⟩2 |Γ′⟩2

|ψ⟩ T̂ 20 T̂ 21 T̂ 22 |ψΓ′⟩

FIG. 4. Symmetry group transform quantum circuit for the
cyclic group Z8.

operator, one must apply the controlled incrementer box
2m−1 times, as each 2j controlled power requires 2j indi-
vidual sequential incrementation steps, which scales ex-
ponentially and is not suitable for large m. This can
be improved using controlled addition circuits [53], at
the cost of an extra m qubits. This is because modular
adders can be used to implement the cyclic shift, where
each controlled power of the cyclic shift can be imple-
mented by adding mod-2j via the initialization of the ex-
tra addition register at a cost independent from the size
of the shift. Putting these all together, Fig. 4 displays
an overall circuit for TGSA for the cyclic group Z8.

C. Symmetric Group SN

The Symmetric group is the group of N ! permuta-
tions of N elements. The elements of the group can
be represented in cycle notation. Each cycle can then
be decomposed into a maximum of N − 1 transpositions,
where a transposition is a permutation of only two el-
ements. There are 1

2 [N(N − 1)] unique transpositions
which can generate the set of N ! permutations. Con-
sider the permutation g on the set {1, 2, 3, 4} defined by

g =

(
1 2 3 4
2 3 4 1

)
. This permutation can be written in cy-

cle notation as g = (1 2 3 4), which can be decomposed
into a sequence of three transpositions g = (1 4)(1 3)(1 2).
Hence, the controlled group actions in the SELECT can be
formed as products of SWAP operations.

The conjugacy classes {Cj} of the symmetric group are
labelled by λ, a partition of N , λ = (λ1, λ2, . . . , λk) with
λ1+λ2+ · · ·+λk = N . For example, a permutation g′ of

the symmetric group of 5 elements S5 can be expressed ef-
ficiently with the notation g′ ≡ (1, 3, 5)(2, 4). Such a per-
mutation of a three-cycle and a two-cycle is said to have
a (3, 2) cycle structure, which is a partition of 5 elements.
It is then readily seen that the conjugate of g′ by g (for
any g ∈ S5) is the element gg′g−1 = (g1, g3, g5)(g2, g4),
which has the same cycle structure as g′ and is there-
fore in the same conjugacy class. Hence, the conjugacy
classes can be indexed by all possible cycle structures,
which themselves can be labelled by partitions.

In addition to the conjugacy classes, the partitions λ
also label the irreps Γ, which can be shown through the
use of Young symmetrisers and Young diagrams [49]. For
small symmetric groups, the characters are tabulated,
but one general formula for the corresponding irreducible
character χΓ of SN can be expressed using the Frobenius
character formula given in Appendix C.

As a simple example, the symmetry transformation cir-
cuits for S2 can be constructed as follows. The group
elements of S2 are {e, (1, 2)}, where e is the identity el-
ement. Thus, giving the group order of |G| = 2. In the
circuit implementation the controlled group actions are
simply an identity and a controlled swap gate on qubits
1 and 2. Here, the qubits are the objects being per-
muted. The characters of S2 are well known as there
are two irreps Γ1 = (2, 0) = (totally symmetric) and

Γ2 = (1, 1) = (totally anti-symmetric). The characters
are given by Table II

e (12)
χ(2,0) 1 1
χ(1,1) 1 -1

TABLE II. Character table for the symmetric group S2.

The Quantum Character Transform is therefore given
by

QCTS2
=

1√
2

[
1 1
1 −1

]
= H, (15)

which is a simple Hadamard gate formed from the nor-
malized rows Table II. Putting this all together in circuit
form, we obtain the symmetry-adapted transformation
as depicted in Fig. 5.
In the general case of SN for N > 2, the symmetric

group circuit for the QCT is more complicated due to the
branching structure in the Bratelli diagram arising from
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m

m .

|Γ⟩0 H H |Γ′⟩0
|ψ⟩0 |ψΓ′⟩0
|ψ⟩1 |ψΓ′⟩1

FIG. 5. S2 symmetry projection circuit, acting on two sys-
tem registers |Ψ⟩0 and |Ψ⟩1 of m qubits each and one ancilla
qubit |Γ⟩0. Comparing with Fig. 1, the QCT is reduced to
a Hadamard gate and the SELECT operation is implemented
by an identity (no operation) and a controlled SWAP in the
above. In this case, TGSA of the group S2 reduces to the fa-
miliar SWAP test on the two system registers. This circuit
can be used to project an arbitrary initial state on two system
registers to their symmetric and anti-symmetric sectors.

the group subduction chain SN ⊃ SN−1 ⊃ · · · ⊃ S1.
For an efficient method to generate the QCT, a recur-
sive method for the generation of characters based on
this Bratelli diagram [54, 55] will need to be used, as
the Bratelli diagram encodes a factorization of the in-
ternal subspaces. Possible candidates could be the Mur-
naghan–Nakayama rule or the more recent method pro-
posed by Holmes [56]. However, an efficient circuit con-
struction for the full Symmetric group Fourier transform
is known as shown in D1, from which it is known that
the characters could be obtained from by tracing over the
irreps and factorizing on the conjugacy class.

A possible method for the general construction of the
SELECT primitive could use the fact that the symmet-
ric group for N ! group elements can be factorized into
1
2 (N(N − 1) transpositions. A quantum circuit has been
presented to generate the indexed set of N ! group el-
ements from the transpositions using controlled SWAP
gates by Laborde et al. [57]. However, it is unclear
how this strategy could be combined with the methodol-
ogy presented here, which needs to group the conjugacy
classes containing |C| group elements under a common
index governed by the common cycle structure of the
permutations. To form an efficient control structure in-
dexed on the conjugacy classes generated from the group
generators, one must know how the conjugacy classes are
produced from the generators and encode that informa-
tion as efficient quantum circuits.

D. General Case for Finite Groups

As long as the group is finite, the group action on the
space of |ψ⟩ is known, and the quantum character trans-
form can be formed, the approach presented in Fig. 1 can
be used in general. In this section, some general strate-
gies for constructing the QCT and the controlled group
action will be presented.

1. Quantum Character Transform

The QCT is a square matrix containing the normal-
ized character table of the group and 1 on the rest of
the diagonal for the indices greater than the number
of conjugacy classes NConj. Often the character ta-
bles are known or can be calculated efficiently classi-
cally, scaling sub-exponentially with the size of the group.
Even for the O(N !) scaling symmetric group of N ele-
ments, the number of conjugacy classes scales approxi-

mately: 1
4N

√
3
exp

(
π
√

2N
3

)
as N → ∞ [49]. Therefore,

it is not unquestionable that generating a QCT circuit
could be achieved in a brute force manner by combin-
ing classically-generated character tables and recent al-
gorithms such as the fast Hadamard transform[58]. How-
ever, it is likely that the optimal strategy is a recursive
structure encoded into the circuit, such as generating
the characters recursively from the branching of the sub-
group chain of SN via the method of [56].

2. SELECT Circuits

The quantum circuits for implementing the SELECT or-
acle applying the group actions grouped into their con-
jugacy classes acting on a state |ψ⟩ indexed on a control
register are presented in this section. The circuits im-
plementing Eq.(8) are shown in Figs. 7 and 6. The sum
over the conjugacy classes

∑
j |Cj⟩⟨Cj | · ρ̃(Cj) is imple-

mented by a series of multi-controlled operations which
index the NConj conjugacy classes on the register |Cj⟩.
This can be seen in Fig. 6 with a general formulation.

Each ρ̃(Cj) =
1

|Cj |
∑|Cj |

g∈Cj
ρ(g) needs to be implemented

as a nested Linear Combination of Unitaries (LCU) oper-
ation [59] to account for the action of all group elements
in Cj . This is an equal superposition of group elements
in the conjugacy class Cj . It is implemented with a state
preparation unitary acting on the group element regis-
ter where the state is encoded in the first column of the
unitary

PREP

( 1√
|C|
)
=

|C|∑

g∈C

1√
|C|

|g⟩⟨0|+Π⊥ =




1√
|C|

· . . .

1√
|C|

· . . .

...
. . . . . .

1√
|C|

· . . .




(16)
where Π⊥ is a projector to the orthogonal space spanned
by the column vectors other than the first column, and
we have dropped in the subscript j in Cj and use C, since
(16) works for any conjugacy class. The same notation
will be used in the following. This equal superposition
can be implemented efficiently using the approach pre-
sented in Ref. [60]. Mid-circuit measurement and reset
can be used, which will only ever result in the use of
⌈log2(max(C))⌉ extra ancilla qubits as shown in Fig. 7.
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|C⟩
SELECT[ρ̃G]

|ψ⟩
=

. . .

...
...

...
...

. . .

. . .

. . .

|cn⟩

...

|c2⟩
|c1⟩

|ψ⟩ ρ̃ (C1) ρ̃ (C2) ρ̃ (C3) ρ̃ (C4)

FIG. 6. SELECT circuit implementing
∑NConj

j=1 |Cj⟩⟨Cj | · ρ̃(Cj) showing the first 4 terms of the controlled conjugacy classes of
group actions acting on the space of |ψ⟩ indexed on the conjugacy class Cj . The ancilla qubits are labeled as |c1⟩ , |c2⟩ , · · · , |cn⟩,
where n = ⌈log2(NConj)⌉ for a bit representation c1c2 · · · cn of the integer j labeling the conjugacy classes. n is the number
of qubits on the conjugacy class index register. ρ̃(Cj) stands for the unitary operation on the system wave function |Ψ⟩
corresponding to the jth conjugacy class Cj .

|C⟩

|ψ⟩ ρ̃(C)
= 0̄

|C⟩

|0̄⟩g PREP

(
1√
|C|

)

SELECT [ρ(g ∈ C)]

PREP

(
1√
|C|

)†

|ψ⟩

FIG. 7. Circuit showing the controlled LCU implementing ρ̃(C) = 1
|C|

∑|C|
g∈C ρ(g) which is an equal superposition of representa-

tions of group elements within a conjugacy class g ∈ C. The equal superposition over 1
|C| is implemented via the two PREPARE

oracles acting on the group element register g. The summation
∑|C|

g∈C ρ(g) is implemented by the SELECT oracle. Mid-circuit

measurement, selecting the 0̄ results and reset of the group element register is used for efficient qubit count.

The nested SELECT operations can be implemented
with unary iteration [60]. The upper bound of indexed
operations is D = NConj · max(|C|) with O(4D − 4) T
gates, O(D−1) Toffolis, at the addition of O(log(NConj)+
log(max(|C|)− 1) ancilla qubits. NConj is the number of
conjugacy classes, and max(|C|) is the size of the largest
conjugacy class. The SELECT operation, combined with
the controlled group action ρ(g) itself, is expected to be
the dominant cost of the algorithm. This assumption
can be made because the QCT acts on ⌈log2(max(C))⌉
qubits with the size of the conjugacy class known to scale
sub exponentially even for the N ! scaling of the symmet-
ric group SN [49]. To prepare the equal superposition
across all conjugacy class elements, we require a linear
number of qubits. The cost of the controlled group ac-
tion will vary depending on the relevant group.

E. Direct Product Groups

1. General Discussion

Direct product groups is the mathematical tool for in-
vestigating physical systems containing multiple symme-
tries. In this section direct product of groups of the form
G × G′ = {(g, g′) | g ∈ G, g′ ∈ G′} will be implemented
as a TGSA. Each element of G × G′ is a pair (g, g′) and
the group operation on G×G′ is defined component-wise,
meaning if (g1, g

′
1) and (g2, g

′
2) are elements of G × G′,

their product is given by (g1, g
′
1)·(g2, g′2) = (g1 ·g2, g′1 ·g′2),

where · denotes the respective group operations in G
and G′. As we are working with representations of these
groups acting on finite Hilbert spaces, we can define their
respective representations ρG : G → GL(V ) and ρG′ :
G′ → GL(W ). The group G × G′ therefore acts on the
tensor product space V ⊗W by [ρG(g)⊗ρG′(g′)](v⊗w) =
ρG(g)(v)⊗ ρG′(g′)(w), where v ∈ V , and w ∈W .

As a first step to define the transformation TGSA for
a direct product of groups, we need to consider m =
mg + mg′ qubits in the quantum circuit of Fig. 8 to
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encode the group elements g ∈ G×G′. Due to the direct
product structure of the group, the quantum character
transform naturally factorizes as a tensor product of the
individual character transforms

QCTG×G′ = QCTG ⊗QCTG′ . (17)

The direct product of controlled group actions can be
defined by

SELECT[ρ̃G · ρ̃G′ ] :=

(∑

CG

|CG⟩⟨CG| ⊗ ρ(CG)

)

⊗


∑

CG′

|CG′⟩⟨CG′ | ⊗ ρ(CG′)


 . (18)

As both the Fourier and controlled group action fac-
torize, the symmetry adapted transformation takes the

form TGSA = T
(G)
GSA ⊗ T

(G′)
GSA. We are using the

notation ρ(CG) = 1
|CG|

∑
g∈CG

ρ(g) and ρ(CG′) =
1

|CG′ |
∑

g′∈CG′ ρ(g
′) as they are representations acting on

the same space. Note that we use the notation ρ̃G · ρ̃G′

in the argument of the select operation because ρ(g) and
ρ(g′) act on the same vector space containing |ψ⟩ and
cannot be represented as an explicit tensor product in a
circuit implementation. Its action on a quantum state is
given by

TGSA |0, 0⟩ ⊗ |ψ⟩ =
∑

ΓGΓG′

|ΓG,ΓG′⟩ ⊗ P̂ΓG

G P̂
ΓG′
G′

dΓG
dΓG′

|ψ⟩

=
∑

ΓGΓG′

aΓG

dΓG

aΓG′

dΓG′

|ΓG,ΓG′⟩ ⊗ |ψΓGΓG′ ⟩ ,

(19)

The abstract quantum circuit implementing TGSA circuit
is shown in Fig. 8.

When working with multiple groups acting on the same
vector space, their representations may not commute
with each other ρG(g)ρG′(g′) ̸= ρG′(g′)ρG(g). Despite
this non-commutativity, the products of their respective
projectors still correctly project onto the subspaces corre-

sponding to their irreps, P̂
ΓG′
G′ P̂ΓG

G |ψ⟩ = P̂ΓG

G P̂
ΓG′
G′ |ψ⟩ =

|ψΓG⟩∩|ψΓG′ ⟩, because this projects onto the intersection
of two symmetric sup spaces spanning the irreps ΓG and
ΓG′

2. Example on ZN × Z2

In the previous section we discussed the general frame-
work of the symmetry-adapted transformation for direct
products of groups. In this section, we will provide a
concrete example for the direct product group ZN × Z2.

For convenience, we will use a representation of the
Hilbert state basis using binary strings of lengthN . From

now on, we will use |x⟩ such that Zl |x⟩ = xl |x⟩ with
x = 0, 1, 2, . . . 2N − 1 to denote the basis and its bi-
nary representation x = x1x2 · · ·xN . Next, let us de-
fine the group elements of commuting pair of groups
G = ZN and G′ = Z2. The representation ρ(G) =

{1̂, T̂ , T̂ 2, . . . , T̂N−1} is generated by powers of the op-

erator T̂ such that T̂N = 1̂. We work on a representation
such that powers of the T̂ act as binary circular incre-
ment shifts. For example, T̂n |x⟩ = |y⟩ is a shift of the
digit x to the left giving y = 2nx. Similarly, the repre-
sentation ρ(G′) = {1̂, Π̂} is generated by powers of the

operator Π̂ satisfying Π̂2 = 1̂. Its action on the quantum
state is defined as Π̂ |x⟩ = |x̄⟩, which is nothing but a
binary NOT operation on each bit of x.

As the group ZN × Z2 has a direct product structure,
the corresponding group quantum character transform
QCTG×G′ = UQFT ⊗H is nothing but a product of the
quantum Fourier transformation UQFT associated to the
group ZN and a Hadamard gate H, being the group
Fourier transform of Z2. In this case, the symmetry-
adapted transformation reads

TGSA = HU−1
QFT ⊗ SELECT[ρ̃ZN×Z2 ]⊗ UQFTH , (20)

with the controlled group action defined as SELECT[ρ̃ZN
⊗

ρ̃Z2)]. In this example, ρ(gg′) = ρ1(g) ⊗ ρ2(g
′) is

a one-dimensional representation of the group element
n ⊗ µ ∈ ZN ⊗ Z2 acting as ρ(gg′) |x⟩ = |y′⟩ where
x = x1x2 · · ·xN , x̄ = x̄1x̄2 · · · x̄N and x̄l = 1 − xl.
We use y′ to denote the binary representation of y′ =
2n(x̄12

m−1 + x̄22
m−2 + x̄N20).

With these elements at hand, we can calculate the ex-
plicit action of the symmetry-adapted transformation in
Eq.(20)

TGSA |0⟩ |ψ⟩ =
∑

k∈ZN

∑

σ∈Z2

|k, σ⟩ |ψk,σ⟩ , (21)

where k and σ label the irreps of ZN and Z2, respectively.
The projection operator

P̂ k,σ =
1

2N

∑

µ∈Z2

∑

n∈ZN

(−1)µσe−
2πikn

N T̂nΠ̂µ (22)

defines the symmetry-adapted state |ψk,σ⟩ = P̂ k,σ |ψ⟩,
to project our state into the irreps labelled by k and
σ. Importantly, as we discussed above in Eq (19),

the projector itself factorizes as P̂ k,σ = R̂kQ̂σ, where

Q̂σ = (1̂ + (−1)σΠ̂)/2 and R̂k = 1/N
∑

n∈ZN
e−

2πikn
N T̂n

are projection operators into the symmetric subspaces
labelled by σ and k. In Sec. IIID, we will provide an ex-
ample on how to use this representation of the transfor-
mation TGSA to select from fermionic and bosonic, singlet
and triplet on a H2 system.
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mG′

mG

|ΓG′⟩ QCTG′

SELECT[ρ̃G′ ]

QCT †
G′ |Γ′

G′⟩

|ΓG⟩ QCTG

SELECT[ρ̃G]

QCT †
G

|Γ′
G⟩

|ψ⟩ |ψΓGΓG′ ⟩

FIG. 8. Quantum circuit for T ′
GSA showing symmetry projection circuits of |ψ⟩ onto the dual irrep (ΓG,ΓG′), where QCT is

the quantum character transform as defined in Eq. (7). The SELECT[ρ̃G′ ] acts over the first and third wire only.

III. EXAMPLES AND APPLICATIONS

So far, we have presented a framework for symmetry-
adapted transformation for general groups. In this sec-
tion, we provide concrete examples to illustrate the power
of these unified symmetry-adapted transformations for
quantum simulations. Sec. III A starts with an example
of how to use the symmetry transformation with many
standard quantum simulation routines such as the quan-
tum phase estimation algorithm, to determine the spec-
trum of a many-body system when it is restricted to a
given irrep of interest. Sec. III B discusses cyclic group
with applications to a one-dimensional Ising model. Sec.
III C expands consideration to a two-dimensional Harper-
Hofstadter model with a pair of commuting cyclic groups.
Sec. IIID further expands the scope to three-dimensional
ab initio quantum chemistry problems with permutation
groups where H2 is used as a specific example.

A. Symmetry-Adapted Quantum Subroutines

To show case how TGSA can be combined with quan-
tum phase estimation (QPE), in Fig. 9, we define define
a quantum circuit with three registers. The first two
registers carry information of the irreps and the quan-
tum state of our many-body system while the last reg-
ister with n qubits is the ancilla used for QPE. We de-
fine the symmetry-adapted quantum phase estimation as
VSQPE = UQPETGSA. This unitary performs a symmetry-
controlled quantum phase estimation for a desired irrep,
as follows

VSQPE|0⟩m |ψ⟩ |0⟩n

=

2n−1∑

u,v

∑

Γ

e−i2πv(EΓ−u/2n)

2n
√
dΓ

|Γ⟩ |ψΓ⟩ |u⟩ , (23)

for dΓ being the dimension of the irrep Γ. This circuit
allows us to determine the energy EΓ when the system is
restricted to a desired irrep Γ. After measuring the first
and last registers, we automatically project our quan-
tum state |ψ⟩ to a given irrep, with the projection prob-

m

n

|0⟩
TGSA

|ψ⟩
QPE

|0⟩

FIG. 9. Circuit for symmetry-adapted quantum phase esti-
mation, where the first two registers carry information of the
irreps and the quantum state ψ of our many-body system,
while the last register with n qubits is the ancilla used for
QPE. The input state ψ is first decomposed into a coherent
superposition of all irreps by TGSA, and then a QPE or any
other quantum subroutine can be applied to transform all ir-
rep sectors of the quantum state simultaneously. The eigen
energies and the irreps of quantum states will be stored in the
first and the last register, where measurement (or amplitude
amplification, not shown) can be performed to estimate the
energies of states within a desired irrep.

ability to each irrep Γ determined by the overlap be-
tween |ψ⟩ and the state within an irrep Γ. This approach
has many potential applications to diverse fields, ranging
from quantum simulation to quantum chemistry. In the
next sections we will use three examples to demonstrate
how our approach works for abelian and non-abelian
groups.

B. One-dimensional Ising model in random
transverse and longitudinal fields

In this section, we consider a simple example of a prob-
lem in condensed matter physics related to the irreps of
the direct product group G = ZN × Z2, where ZN is a
cyclic group of order N = 2n.
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a) b) c) d)

e) f)

Q̂1 =
1

2
(1̂− Π̂)Q̂0 =

1

2
(1̂ + Π̂)

R̂k =
1

N

∑

n∈ZN

e
2πikn

N T̂n

FIG. 10. Effect of the symmetry adapted transformation
TGSA on the random Ising chain. a) Illustrate initial spin
state breaking the parity symmetry of the Ising interaction
term while b) depicts the effect of the parity operator on this
initial state. c) and d) Illustrate the effect of the projectors

Q̂0 and Q̂1. Similarly, e) shows a defect in the chain break-

ing translational symmetry. After applying the projector R̂k

into a desired momenta k, the state becomes translationally
invariant as in f).

1. The one-dimensional quantum Ising model in random
transversal and longitudinal fields

Consider the one-dimensional quantum Ising model in
a random transverse and longitudinal fields [61, 62]

Ĥ = −
N∑

j=1

AjXj − J

N∑

j=1

ZjZj+1 −
N∑

j=1

KjZj , (24)

where Xj , Yj and Zj are Pauli matrices at the i-th
site of the chain while J denotes the coupling strength.
The transverse Aj ∈ [−WT ,WT ] and longitudinal Ki ∈
[−WL,WL] fields are chosen from a random distribu-
tion of disorder with strengthsWT andWT , respectively.
This model has a rich structure. For example, in the
case of uniform transverse Aj = A′ and longitudinal
Kj = K ′ fields, this model is closely related to integra-
bility breaking [63], level crossings [64], quantum many-
body scars [65], and emergent exceptional group symme-
try E8 [66]. For the purposes of this section, we consider
a chain with periodic boundary conditions Oj = Oj+N

with O ∈ {X,Y, Z}.
Next let us discuss the symmetries of Hamiltonian

Eq. (24) in the absence of disorder (WT = WL = 0).
In this case as the system has periodic boundary con-
ditions and the interaction strength are uniform along
the chain, the system is invariant under spatial transla-
tions T̂ †Oj T̂ = Oj+1 generated by the operator T̂ and

[Ĥ, T̂ ] = 0. Further, in the absence of the longitudinal
field (WL = 0), the model exhibits an Ising symmetry

under the transformation Π̂†ZjΠ̂ = −Zj with the parity

operator Π̂ =
⊗N

j=1Xj . In terms of groups, the transla-
tional invariance of the chain is related to the group ZN ,
while the Ising symmetry is related to Z2. If we consider
these two symmetries, the combined symmetry group is
given by G = ZN × Z2. This symmetry group defines
two good quantum numbers k and σ, which are related

to momentum and parity, respectively.

2. Projection to symmetric subspaces without second
quantization

Our goal in this section is to use the symmetry-adapted
transformation to project a state with no symmetries to
a desired symmetry subspace.
As we discuss in Appendix E, one can try to do a sim-

ilar procedure by exploiting tools from condensed mat-
ter physics such as fermionization via the Jordan-Wigner
transformation. All of these tools are available in sec-
ond quantization and for the fermionic operators in real
and momentum space. For example, one can identify
the parity (Ising symmetry) subspaces by defining the
right boundary conditions for the fermions and this also
restricts the values of the momenta. In general, the sec-
ond quantization approach does not simplify the problem
and the treatment of the symmetries is obscure, as the
Hamiltonian maps to a system of interacting fermions
with highly nonlocal interactions.
In our approach, we will work directly with Pauli ma-

trices in real space without using second quantization. It
is important to consider a concrete example of a quantum
state |ψ⟩ = |110 . . . 0⟩ with a localized domain wall that
breaks both translational and Ising symmetries. To see
this, one can act with the symmetry operations on this
state obtaining T̂ |ψ⟩ = |10 . . . 01⟩ and Π̂ |ψ⟩ = |001 . . . 1⟩.
Note that in the last expression, the string 001 . . . 1 is the
bit-wise negation of 110 . . . 0 defining the state |ψ⟩. Af-
ter applying the symmetry-adapted transformation, we
effectively obtain a state |ψk,σ⟩ = P̂ k,σ |ψ⟩, where P̂ k,σ

is the projector defined in Eq. (22). This state is explic-
itly given by

|ψk,σ⟩ = 1

2N
(|110 . . . 0⟩+ e−

2πik
N |100, . . . , 1⟩+ . . .)

(25)

+
(−1)σ

2N
(|001, . . . , 1⟩+ e−

2πik
N |011 . . . 0⟩+ . . .

and has well defined momentum k and parity σ. Other
simple example is a state |ψ⟩ = |000 . . . 0⟩ with transla-
tional symmetry but breaking the Ising symmetry. After
the projection we obtain a Greenberger–Horne–Zeilinger
state (GHZ state) state.

|ψ0,σ⟩ = 1

2
(|000 . . . 0⟩+ (−1)σ |111, . . . , 1⟩) . (26)

For this example, the only projector that survives is for
the irrep labelled by k = 0. This state is very close to
an exact energy eigenstate of the Ising chain with weak
transverse field g ≪ J for a finite chain.
Next, let us explore the consequences of the symmetry

adapted transformation when we calculate expectation
values. Assume that we calculate the expectation value
of the Hamiltonian Eq. (24) with disorder in the pro-
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jected state |ψk,σ⟩ = P̂ k,σ |ψ⟩. We can explicitly write

the expectation value ⟨Ĥ⟩ = ⟨ψ|Ĥk,σ|ψ⟩

Ĥk,σ = [P̂ k,σ]†ĤP̂ k,σ = Q̂†
σR̂

†
kĤR̂kQ̂σ , (27)

where R̂k = 1/N
∑

n∈ZN
e−

2πikn
N T̂n and Q̂σ = (1̂ +

(−1)σΠ̂)/2 are projection operators into the symmetric
subspaces labelled by k and σ. Next, let us investigate
the effect of the projection Q̂σ on Hamiltonian

Q̂†
σĤQ̂σ = Q̂σ


−

N∑

j=1

AjXj − J

N∑

j=1

ZjZj+1


 . (28)

Comparing this with Eq. (24), we can see that as the

longitudinal field
∑N

j=1KjZj is odd under parity, the
symmetry-adapted transformation removes this term.

After this, we can now calculate the projection into a
given k irrep. As the Ising interaction term is invariant
under translations, the action of the projection on that
term is trivial. The most interesting term is the random

transverse field ĤT = −∑N
j=1AjXj because it explicitly

breaks the translational invariance of the lattice and the
projection acts in a nontrivial fashion on it, as follows

R̂†
kĤT R̂k =

1

N2

∑

n,m∈ZN

e−
2πik(n−m)

N T̂n−m


−

N∑

j=1

Aj+nXj




=
R̂†

k

N

∑

n∈ZM

e−
2πikn

N T̂n


−

N∑

j=1

Aj+nXj


 .

(29)

After the projection, the Hamiltonian has translational
invariance. The projection chooses an irrep with a well
defined momentum k that here acts as a label for the ir-
reps of the translation group. The full projected Hamil-
tonian in Eq. (27) reads

Ĥk,σ = −R̂†
kQ̂σ

∑

n∈ZN

e−
2πikn

N T̂n

N

N∑

j=1

Aj+nXj

− JR̂†
kQ̂σ

∑

n∈ZN

e−
2πikn

N T̂n

N

N∑

j=1

ZiZj+1 . (30)

Here is important to note that the full Hamiltonian
Eq. (24) couples all the irreps of the symmetry groups
due to the disorder and the longitudinal field. What the
projection is doing is to extract a diagonal block corre-
sponding to irreps labeled by k and σ.

a) b)

FIG. 11. The Harper-Hofstadter model. a) A two dimensional
lattice of electrons under the effect of a magnetic field and
b) the lattice with periodic boundary conditions defining the
dynamics on a cylinder.

C. Two-dimensional Harper-Hofstadter model

In the previous section we show how to use the symme-
try adapted transformation to project a given quantum
state into a desired combination of irreps of relevant sym-
metry groups of the system. In this section, we will go
beyond this and show that one can effectively perform
quantum phase estimation while restricting the system
to a given irrep.

1. The Harper Hofstadter model

After discussing the mathematical details of the group
Fourier transform for G = ZM , also known as the quan-
tum Fourier transform, it is instructive to investigate how
our quantum circuit in Fig. 4 can be applied to a specific
example. It is worth to remind the reader that in our
work x = x1x2 · · ·xm denotes the binary representation
of an integer defined by x = x12

m−1 + x22
m−2 + xm20.

We will apply our circuit for symmetry-adapted quan-
tum phase estimation to resolve the energy spectrum of
the Harper-Hofstadter model, a paradigmatic model of
condensed matter physics [67]. In its original form, the
Harper Hofstadter model describes a two dimensional
system of electrons on a lattice under the effect of a mag-
netic field (see Fig. 11) governed by the Hamiltonian

Ĥ = Jx(Ûb + Û†
b ) + Jy(V̂b + V̂†

b ) . (31)

This Hamiltonian is written a linear combination of
two unitaries Ûb =

∑
x,y |x,y⟩ ⟨x+ 1,y| and V̂b =∑

x,y e
2iπxb |x,y⟩ ⟨x,y + 1| known as magnetic transla-

tions. The first term is responsible for the motion along
the x direction. The second term is responsible for the
motion along the y direction and it carries the effect of
the magnetic field, as we depict in Fig. 11. In a quan-
tum computer, the evolution under this Hamiltonian can

be seen as a unitary U = e−iĤt acting on two sets of reg-
isters |x⟩ and |y⟩ encoding the element (x, y) the group
ZM × ZM . The integer shift |x⟩ 7→ |x+ 1⟩ can be im-
plemented in a quantum computer by using the circuit
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in Fig. (2).

The magnetic translations have very interesting alge-
braic properties. For example, if we calculate the action
of the operators acting on different order

V̂bÛb |x,y⟩ = e2iπ(x−1)b |x− 1,y − 1⟩
ÛbV̂b |x,y⟩ = e2iπxb |x− 1,y − 1⟩ , (32)

we obtain the relation ÛbV̂b = e2iπbV̂bÛb. For irrational
b, this algebra is known as the quantum torus in non-
commutative geometry [68].

The relation between the lattice constant of the lattice
and the magnetic length leads to interesting effects [67].
For example, the spectrum is a fractal when it is plot-
ted as a function of the magnetic field. Such a frac-
tal spectrum is known in the literature as the Hofs-
tadter butterfly [67] and it has been realized in quantum
simulators [69]. Beyond condensed matter physics, the
Harper-Hoftstadter model plays a very important role in
the study of Mathieu operators [70], magnetic quantum
walks [71] and non-commutative geometry in mathemat-
ics [68].

Due to the lattice symmetries and as we show in Ap-
pendix F, one we can show that Eq. (31) transforms
under UQFT for the vertical direction [labeled by y in

Eq. (32)] as UQFTĤU†
QFT =

∑
k Ĥky

⊗ |ky⟩ ⟨ky| with
Hky

defined as

Ĥky
=
∑

x

Jxe
2iπ(xb−ky/N) |x⟩ ⟨x|

+
∑

x

Jy |x⟩ ⟨x+ 1|+H.c . (33)

Let us consider the particular example b = 1/2 defining
a rational magnetic translation. For this value, the mag-
netic translations anticommute Û1/2V̂1/2 = −V̂1/2Û1/2.
In terms of lattice symmetries, there is an effective dim-
merization of the lattice in the horizontal axes. This
is originated from the relation Û1/2V̂2

1/2 = V̂2
1/2Û1/2 =

Û2
1/2V̂1/2 = V̂1/2Û2

1/2. That is, a magnetic translation

by two lattice constants leaves the system invariant. In
other words, by choosing b = 1/2 our system defines
an effective pseudo-spin that tremendously simplifies the
problem. The pseudospin structure emerges by consider-
ing even x = 2n and odd x = 2n − 1 sites with integer
n. The even sites are affected by an onsite potential
JEven
x = Jxe

−2iπky/N), while the potential for odd sites is
JOdd
x = −Jxe−2iπky/N). Now, to fully describe the sys-

tem we can define a ket |n,Λ⟩, where n = 0, 1, . . .M/2
labels the space and Λ =↑, ↓ the pseudospin degree of
freedom representing even and odd sites. By using this
notation, we can write the Hamiltonian Eq. (33) as spin-
1/2 particle moving in a lattice under the effect of a mag-

|ψ〉a) b) c) |ψM/2〉|ψ0〉

FIG. 12. Symmetry adapted projection of a quantum state.
a) An initial state |ψ⟩ =

∑
x,y∈ZM

cx,y |x, y⟩ that breaks the
translational symmetry. Such a state is localized along three
lattice sites. b) and c) The projections |ψ0⟩ and |ψM/2⟩ out
of the state |ψ⟩ as in a) into the irreps k = 0 and k = M/2,
describing a long- and short-wavelength excitations in the lat-
tice, respectively. We assume periodic boundary conditions
along the y directions in the lattice, which effectively allows
us to represent the system as a lattice on a cylinder as in
Fig. 11 b).

netic field and spin-orbit coupling, as follows

Ĥky =
∑

n

(
JEven
x |n, ↑⟩ ⟨n, ↑|+ JOdd

x |n, ↓⟩ ⟨n, ↓|+H.c
)

+
∑

n

(Jy |n, ↑⟩ ⟨n, ↓|+ Jy |n, ↓⟩ ⟨n+ 1, ↑|+H.c) .

(34)

In terms of symmetries, the value b = 1/2 defines the

symmetry group G̃ = ZM/2 ⊗ ZM that is a subgroup
of G = ZM ⊗ ZM . This structure can be generalized
for any rational number of the form b = p/q, where p
and q are coprimes on such a way that the system has a
symmetry group G̃ = ZM/q ⊗ ZM . When b is irrational,
the symmetry group is solely determined by G = ZM as
the system has translational invariance only in the y axis.

Geometrically, the irrep labels ky label foliation of the
cylinder by lines. As we depict in Fig. 11 b), this corre-
spond to a family of decoupled lattices along a cylinder.
The irreps ky denote the modes of stationary waves in
the y direction.

2. Symmetry-adapted quantum phase estimation for the
Harper model

Next, let us investigate the action of the quantum cir-
cuit of Fig. 9 for a state |ψ⟩ =∑x,y∈ZM

cx,y |x, y⟩ with no

translational invariance at all as we depict in Fig. 12 a).
The symmetry adapted transformation in this case has
the form

TGSA = (UQFT ⊗ 1̂) · SELECT[ρ̃Zm ] · (U−1
QFT ⊗ 1̂) , (35)

with the controlled group action defined as
SELECT[ρ̃Zm

] =
∑

u |u⟩ ⟨u| ⊗ ρ(u). Here ρ̃(u) = ρ(u) is
a one-dimensional representation of the group element
u ∈ ZM acting as a translation ρ(u) |x, y⟩ = |x, y + u⟩.
The explicit action of the symmetry adapted transfor-
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mation reads

TGSA |0⟩ |ψ⟩ =
∑

ky∈ZM

|ky⟩ |ψky ⟩ , (36)

where |ψky ⟩ = 1
M

∑
x,y,v∈ZM

cx,ye
−2πikyv/M |x, y + v⟩.

Note that the first register in Eq. (36) keeps the in-
formation of a given irrep labelled by ky, while the
group element v ∈ ZM acts as a translation of the ket
|x, y⟩ 7→ |x, y + v⟩. If we stop the circuit here and mea-
sure the first register in a irrep labelled by k′y, we effec-
tively project our state into the symmetry adapted state

|ψk′
y ⟩.
Let us discuss for a moment the physical interpreta-

tion of this projector. The integer ky labels the irreps
but it also defines the wavelength of the excitations in
the system. Such a wavelength is defined as λy =M/ky.
That is, irreps with ky = 0 represent long-wavelenght ex-
citations with |ψ0⟩ = 1

M

∑
x,y,v∈ZM

cx,y |x, y + v⟩ while

ky = M/2 are rapidly oscillating excitations repre-

sented by |ψM/2⟩ = 1
M

∑
x,y,v∈ZN

(−1)vcx,y |x, y + v⟩
in our system. These states are illustrated in Fig-
ures 12 b) and c). What the projector does is to select a
given wavelength in our system for a desired ky so that
such irrep is fixed for quantum phase estimation in our
circuit

VSQPE|0⟩m |ψ⟩ |0⟩n

=

2n−1∑

u,v

∑

k

e−i2πv(Eky−u/2n)

2n
|ky⟩ |ψky ⟩ |u⟩ , (37)

where Eky
are the eigenvalues of Ĥky

in Eq (33).

In this section we demonstrated the versatility of our
approach by decomposing a system into different irreps
labeled by the intex ky denoting the irreps of the group
ZM . After this decomposition, we briefly show how to
apply QPE, a quantum subroutine that can be used to
efficiently access the energies of a manybody system us-
ing quantum computers. In the case of the Hamiltonian
Ĥky

in Eq (33), QPE enables us to obtain the energies
Eky

. After plotting them as a function of the parameter
b in Eq (33), one obtains the Hofstadter butterfly, which
has fractal properties and has been observed in quantum
simulators [69].

D. Three-dimensional ab initio electronic structure

It is instructive to consider an example of a chemistry
problem where can explicitly carry both our the group
Fourier transformation and symmetry-adapted transfor-
mation TGSA. One of the advantages of our example is
that we work with the symmetric group and show that it
can be use to project a problem in first quantization to
a fermionic sector of interest for quantum simulation of
electronic structure in quantum chemistry.

1. The H2 molecule in first quantization

In this section we consider an example that shows a
practical application of the QCT for G = S2 in Eq. (15)
to a two-electron problem in electronic structure. The
simplest example one can think of is the molecule H2.
For convenience, we describe this two-electron system
in the formalism of first quantization under the Born-
Openheimer approximation. In atomic units, the Hamil-
tonian for the H2 molecule reads

Ĥ =
∑

m


−∇2

m

2
−

2∑

β=1

Zβ

|rm −Rβ |


+

1

|r1 − r2|

= Ô(1)(r1) + Ô(1)(r2) + Ô(2)(r1, r2) , (38)

where Zβ is the atomic number of the nucleus β = 1, 2,
and |rm −Rβ | is the distance between the mth electron
and the nuclei labeled by β, while r1,2 is the distance

between the two electrons. The Hamiltonians Ô(1)(r1)

and Ô(1)(r2) are the core Hamiltonians for electrons 1
and 2, respectively. As we are dealing with a two-particle
system, the natural choice to build up our Hilbert space
is to choose a tensor product basis of the individual states
of the particles. We remark here that so far, we have not
imposed any restriction on the symmetry of the wave
function as we are working on first quantization.

Next, let us consider a minimal basis with only two
1s spatial orbitals |ϕ1⟩ and |ϕ2⟩ localized around the two
nuclei labelled by 1 and 2. Due to the spatial symmetry
of theH2 molecule, it is convenient to define gerade (even
parity, bonding) and ungerade (odd parity, anti-bonding)
molecular orbital as a linear combination of molecular
orbitals

|Φ1⟩ = [2(1 + S1,2)]
−1/2(|ϕ1⟩+ |ϕ2⟩)

|Φ2⟩ = [2(1 + S1,2)]
−1/2(|ϕ1⟩ − |ϕ2⟩) , (39)

where S1,2 is the overlap integral between the 1s orbitals.
By using this basis set, any quantum state can be written
as a linear combination

|ψ⟩ =
∑

j1,α1;j2,α2

Cj1,α1,j2,α2
|j1, α1⟩ ⊗ |j2, α2⟩ . (40)

Here |jm⟩ denotes the spatial orbitals with jm ∈ {Φ1,Φ2}
while |αm⟩ represent the spin degree of freedom with
αm = 0, 1. The two-particle wave function in Eq. (40) is
a linear combination of D = 16 basis states and for this
reason is natural to encode the state using N = 4 qubits.
The odd qubits encode the orbital information and the
even qubits encode the spin of the electrons.
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2. Labeling the fermionic versus bosonic sector

After discussing the basic aspects of H2, we need to cal-
culate the action of the symmetry-adapted group trans-
formation TGSA [see circuit in Fig. 5] on a quantum state
|0⟩ |Ψ⟩ where the first register encodes a trivial irrep of
the group and |Ψ⟩ is the state of the molecule in first
quantization as in Eq.(40)

TGSA |0⟩ |ψ⟩ =
∑

Γ

|Γ⟩ P̂Γ |ψ⟩

= |0⟩ P̂ 0 |ψ⟩+ |1⟩ P̂ 1 |ψ⟩ , (41)

where the projector above is given by P̂Γ =
dΓ

|G|
∑

g∈G χΓ(g)ρ(g). In our case, the group elements

of S2 are {e, (12)} and the characters are shown in TA-
BLE II. Thus, the projectors for different irreps are given
explicitly by

P̂ b =
1

2
χb(e)I +

1

2
χb[(12)]SWAP1,3SWAP2,4

=
1

2

[
I + (−1)bSWAP1,3SWAP2,4

]
, (42)

where χb(g) is the characters for the group element b
under the irrep b, for b = 0, 1 used for a qubit encod-
ing of the irreps (2, 0), (1, 1) of S2 as in the character
TABLE II. Here the SWAP gate acting on odd qubits
allows performing a permutation of the orbitals and the
SWAP acting on even qubits allows permuting the spin
degrees of freedom. Let us look more carefully at the
action of the operators on our quantum state in Eq. (40)

P̂ b |ψ⟩ =
∑

j1,α1;j2,α2

Cj1,α1,j2,α2

×
(
|j1, α1; j2, α2⟩+ (−1)b |j2, α2; j1, α1⟩

)
, (43)

which gives us exactly the bosonic and fermionic repre-
sentation in terms of permanents and the slater determi-
nants.

To illustrate how the projector acts on the spin degree
of freedom it is useful to consider a simple example. Let
us assume an initial state |ψ′⟩ = |Φ1, ↑⟩ ⊗ |Φ1, ↓⟩. Then
the projection in the fermionic sector reads

P̂ 1 |ψ′⟩ = 1

2
(|Φ1, ↑⟩ ⊗ |Φ1, ↓⟩ − |Φ1, ↓⟩ ⊗ |Φ1, ↑⟩)

=
1

2
|Φ1,Φ1⟩ ⊗ (|↑↓⟩ − |↓, ↑⟩). (44)

This state describes a two-electron system in the singlet
state with the two electrons occupying the same spatial
orbital. States such as |ψ′⟩ = |Φ1, ↑⟩ ⊗ |Φ1, ↑⟩ are pro-
jected out of the fermionic sector due to Pauli exclusion
principle. For pedagogical reasons, in the last line, we
separated the spatial and spin degrees of freedom to ex-
plicitly show that the two-electron system is in a spin
singlet state.

Similarly, the following will produce a superposition of
triplet and singlet states. Starting from the state

|ψ′′⟩ = (I ⊗ ZH ⊗X ⊗H) |0⟩⊗4

=
|Φ1, ↑⟩ − |Φ1, ↓⟩√

2
⊗ |Φ2, ↑⟩+ |Φ2, ↓⟩√

2
(45)

and projecting it into the fermionic sector we have

|ψ⟩fermionic ≡ P̂ 1 |ψ′′⟩

=
1

4
[|Φ1,Φ2⟩ − |Φ2,Φ1⟩] [|↑, ↑⟩ − |↓, ↓⟩]

+
1

4
[|Φ1,Φ2⟩+ |Φ2,Φ1⟩] [|↑, ↓⟩ − |↓, ↑⟩] ,

(46)

where the first line is a triplet state, while the second line
is a singlet state.

3. Labeling the singlet versus triplet sector

Figure 13 is a quantum circuit that achieves the
symmetry-adapted transformation for the H2 molecule
discussed in previous section, composing a register rep-
resenting the initial state in Eq. (45) plus the ancilla
qubits for manipulating and labeling the irreps. For this
initial state, the first part of the circuit allows one to la-
bel the bosonic and fermionic sectors, while the second
part is the selection of the singlet and triplet sectors. A
final measurement is performed on the two ancilla qubits
if needed to post-select the desired irrep. Note that the
post-selection success probability for a given irrep sector
Γ is given by |aΓ|2 as defined in Eq. (3).

H H

H H

Bosonic / Fermionic Singlet / Triplet

φ
0

0

φ
1

1

0

0
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FIG. 13. Quantum circuit depicting the implementation of
projectors P̂ b to project an initial state of the H2 molecule
to different irreps in 1st quantization encoding. Starting from
initial state (first 4 qubits) with two ancilla qubits, the circuit
in the green box labels the fermionic and bosonic sector using
the first ancilla qubit. The circuit in the purple box then
labels the singlet and triplet states using the last ancilla qubit.

Using standard quantum computing framework such
as Qiskit [72], we can simulate the circuit in Fig. 13 and
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obtain the resulting system density matrix after post-
selecting the corresponding sectors. Fig. 14 shows the
resulting density matrix of the system register from the
exact and the noisy simulations. The noisy simulation
was done using the fake provider module in Qiskit, which
contains a fake (simulated) backend that mocks the IBM
devices, fake 7q pulse v1. It can be seen that the singlet
and triplet sectors, represented by the red and blue boxes
in Fig. 14, respectively, have the same non-zero matrix
values location within the complete density matrix rep-
resentation.

Fermionic Sector Exact
Singlet
Triplet

Singlet
Triplet

Bosonic Sector Exact

Noisy Simulation

Singlet
Triplet

Singlet
Triplet

Singlet
Triplet

FIG. 14. Final density matrix of the H2 molecule, post-
selected on the two ancilla qubits (last two qubits in Fig.
13) that labels the fermionic vs. bosonic or singlet vs. triplet
states.

Figure 15 presents a comparison of the diagonal ele-
ments of the density matrix shown in Fig. 14 for the H2

molecule for different symmetry states. The compari-
son includes values from a noiseless simulation using the
IBM local simulator, results from IBM Nazca (127-qubit)
quantum computer, and the theoretical values. Here, in
both cases we run the quantum circuit and obtain 10000
shots to get the output with reduced random error since
the output is probabilistic in nature. The noiseless sim-
ulation agrees perfectly with the exact results, whereas
the hardware results exhibit some deviations, which are
attributed to the noise in the quantum hardware.

4. Symmetry-adapted quantum phase estimation for H2

We can further combine the TGSA symmetry transform
with quantum phase estimation as shown in Fig. 9 to es-
timate the energy of singlet and triplet state simultane-
ously. Fig. 16 shows the simulated energies correspond-

(b)

(c)

(a)

(d)

FIG. 15. Diagonal elements of the density matrix of the H2

molecule, (a) singlet bosonic state, (b) singlet fermionic state,
(c) triplet bosonic state and (d) triplet fermionic state.

ing to highest count state across different irreps versus
the number of ancilla qubits in QPE. The symmetry-
adapted QPE circuit was run with 2000 shots in IBM
local simulator in a noiseless environment. The dashed
red horizontal line in the plot shows the eigenvalues of
the corresponding state obtained from the exact diago-
nalization of the Hamiltonian of the H2 molecule. The
results demonstrate that symmetry-adapted QPE can ac-
curately predict the eigenenergies across different irreps.
Note that besides the singlet and triplet states for H2 in
the case of fermionic particles, the other sectors represent
fictitous state of the H2 Hamiltonian with two bosonic
particles that can be in singlet and triplet states. In
this case, if the spin degree of freedom is in the singlet
state, the spatial wave function should be antisymmetric
to preserve the bosonic statistics of the particles.

IV. OPEN PROBLEMS

The simulation of many-body quantum systems has
been one of the most promising avenues toward quan-
tum advantage since its original exposition by Feynman
[73]. As discussed in this paper, an adequate treatment
of symmetries in simulating interacting many-body sys-
tems on quantum computers opens new possibilities for
additional quantum advantage. As the beginning of the
endeavor for systematic treatment of symmetries of sim-
ulating many-body problems on quantum computers, our
work inspires a plethora of important open problems that
will be instrumental to quantify quantum advantage for
quantum simulations.
We summarize some of the key questions in this sec-

tion, including symmetries related to quantum chemistry
in Sec. IVA and composite fermions and physical laws
in Sec. IVB. Sec. IVC is devoted to open problems re-
garding quantum simulation on novel quantum comput-
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(a)

(d)(c)

(b)

FIG. 16. Simulated energy by using our symmetry-adapted
QPE algorithm for (a) singlet bosonic, (b) singlet fermionic,
(c) triplet bosonic, and (d) triplet fermionic states of the H2

molecule. The horizontal axis is the number of ancilla qubits
n in the 3rd register of Fig. 9. 2000 shots are used for the
simulation.

ers that are composed of both continuous (e.g., bosonic
modes) and discrete (e.g., qubits) variable components.
Lastly, Sec. IVD provides remarks on practical quantum
advantages of symmetries in quantum simulation.

A. Quantum Chemistry

Physical systems often exhibit more symmetries be-
yond the cyclic shift and permutation group investigated
above. For example, a full description of quantum chem-
istry (including rotation, vibration, and nuclei spins) re-
quires a tensor product of the following five groups [74]:

E(3)⊗SO(3)⊗S(e)
n ⊗GCNP⊗E , where E(3) is the three-

dimensional Euclidean translation group, SO(3) is the

continuous rigid-body rotation of molecules, S
(e)
n is the

permutation of n electrons, GCNP is the complete nuclear
permutation group for identical nuclei in a molecule, and
E is the inversion of the coordinates of all particles (elec-
trons, nuclei) in the center of mass of the molecule. To
describe these symmetries, the following questions imme-
diately arise:

• A general recipe to construct quantum circuits for the
Quantum Character Transform (QCT) of general groups
include non-Abelian and continuous groups is needed.
The efficiency of such circuits often relies on recursive
representation of the branching diagrams of groups [55].
Therefore, developing proper ways to encode the branch-
ing diagrams on quantum computers is an important sub-
problem.

• A related mathematical question is that characters
for many groups are unknown beyond the symmetric
group and unitary group. The characters are impor-
tant to construct efficient quantum circuits to realize the

QCT.
• In addition to QCT, how to best realize general-

ized phase estimation on digital quantum computers to
project into particular irreps of continuous groups is un-
clear. To achieve this, the construction of the projector
in Eq. (A2) has to involve an integral over a continu-
ous set of group elements (instead of the sum). On a
digital quantum computer, proper discretization of the
continuous group has to be developed, for example, by
introducing t-design for the continuous group [75, 76].
• For quantum chemistry applications, an important

scenario is that the continuous SO(3) rotational symme-
try can be broken into discrete point group symmetries
[6] for highly symmetric molecules. Tackling these spatial
symmetries will require local unitary operations on the
spatial registers instead of spin registers in the 1st quan-
tization mapping. The design of these local operations
will depend on basis set [77] choice in quantum chemistry
and careful quantification of the circuit complexity needs
further analysis.
• Another major class of molecules in quantum chem-

istry are transition-metal complexes with spin-orbital
coupling [78, 79]. To investigate this, one need to im-
plement local unitary operations that mix spin and spa-
tial registers. Moreover, important applications such
as calculating the natural lifetime of electronic states
will require a relativistic treatment based on the Dirac
equation or its reduced version [80, 81]. A full four-
component wave function (including positron) in the 1st-
quantization may be required to fully leverage symme-
tries in quantum simulation of these relativistic systems.
Note that most of these questions also apply to mate-

rial science simulation in general, with slight changes of
basis sets and the underlying symmetries.

B. Composite Fermions and Physical Laws

Beyond quantum chemistry problems, simulating
quantum systems with composite or continuous-variable
degrees of freedom (for example bosonic modes) has be-
come increasingly important [82, 83]. These inspires the
following questions:
• Mathematically, fermions and bosons are associated

to irreps of the permutation group acting on N parti-
cles in (3+1)-dimensions (three spatial dimensions plus
time). However, certain low-dimensional strongly in-
teracting electronic systems can host emergent quasi-
particles with exotic statistics such as in the fractional
quantum Hall effect in (2+1) dimensions [84]. There,
electrons and flux quanta form states known composite
fermions [85]. The symmetry group associated to frac-
tional quantum Hall states is the braid group and the
quasiparticles above the ground state are referred to as
anyons [86]. It remains a challenge to simulate these
fermionic systems using quantum computers and our ap-
proach could be useful to perform this simulation in first
quantization.
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• Beyond simple Dirac fermions emerging in effec-
tive theories for graphene [87] and the quantum Ising
model [88], SU(N) fermions [89] are an important class
of particles in condensed matter systems exhibiting non-
abelian symmetries [90, 91]. These systems can be
experimentally realized in available quantum simula-
tors [92, 93]. However, further investigation is required to
better leverage symmetry quantum subroutines to treat
such SU(N) fermions. This is of utmost importance in
condensed matter systems to explore exotic states of mat-
ter such as heavy fermions [94] and spin liquids [95].

• Fundamental interactions have their own symmetries
that are intimately related to the physical laws. For ex-
ample, the grand unification theory suggests SU(3) ×
SU(2) × U(1) symmetries are sufficient to capture the
three fundamental interactions [2]. How to encode these
symmetries of physical laws (instead of symmetries of
individual quantum systems) into quantum simulation
deserves more study.

• By discretizing the quantum fields, lattice gauge the-
ory requires the quantum simulation of boson-fermi-spin
mixed systems [83]. Mapping them to quantum comput-
ers and leveraging symmetry subroutines to speedup the
simulation are important problems to investigate.

C. Symmetries on Hybrid Quantum Computers

On the flip side, what if the quantum computers them-
selves are governed by different symmetries? For ex-
ample, significant progress has been made on hybrid
oscillator-qubit quantum processors [96]. Given such
a hybrid continuous-variable (CV) and discrete-variable
(DV) quantum computer, how symmetry transformation
should be constructed and encoded in a different fashion
as compared to qubit-based quantum computers? Can
the CV degrees of freedom on the quantum computer
help us better perform group Fourier transform for con-
tinuous groups?

One important use of hybrid CV-DV quantum proces-
sor is to encode logical qubits into the CV bosonic modes
to realize bosonic quantum error-correction [97, 98].
Preparation of bosonic code words can be viewed as a
projection from an initial CV vacuum state to rotational-
symmetric (e.g., cat code) [99] or translational-symmetric
(e.g., GKP code) [100] CV state. One natural question
is whether it is possible to use symmetry transforma-
tion to prepare such code word? If so, how to construct
these symmetry transformations using native universal
gate sets on hybrid CV-DV quantum computers? More-
over, would this way of formulating bosonic code prepa-
ration inspire new bosonic codes to be designed based on
a wider class of symmetry groups?

D. Remarks on Quantum Advantage

Above all the technical development, the most impor-
tant question is to identify where exponential speedup
could come from in quantum simulations [101–106], given
proper treatment of symmetries on quantum computers.
Obviously, it is important to quantify the gate complexity
of the symmetry-adapted quantum simulation routine it-
self. We emphasize here a few additional considerations:

• One important aspect is the state preparation prob-
lem for quantum simulation [102, 107–109]. Namely, a
simple initial product state is usually transformed to
a linear combination of symmetry-adapted final states
(Eqs. (45) and (46)). It is not clear how to best design
the preparation of the initial product state given a de-
sired target final state. For example, how does the use of
non-Clifford gates in the product state preparation affect
the coverage or weight of the final state over all irreps of
the group. The approach presented in the current work
may shed new light on the state preparation problem
[102].

• The answer to quantum advantage also strongly de-
pends on what observables are measured after the quan-
tum simulation, because extraction of any classical in-
formation from quantum computers has to pay a non-
negligible cost [110–112]. In the presence of symmetry
transformations, we conjecture that measuring proper-
ties related to symmetries of the physical system may bet-
ter leverage the advantage brought by symmetry-adapted
quantum simulation.

• For ab initio quantum simulation, an important as-
pect (despite often ignored) is how to design or pick the
best basis set to discretize the original continuous prob-
lem [77, 113–115]. Standard basis in quantum chemistry
are often used for simulation on quantum computers.
However, it is not clear that existing basis sets that work
the best on classical computers will necessarily be the
choice for quantum computers.

• In NISQ era, quantum computers often suffer from
noise and decoherence. However, the symmetry of noise
may be entirely different than the symmetry of the many-
body quantum system under investigation. For exam-
ple, coherent noise can be viewed as a special symmetry,
which has been leveraged to construct novel algorithmic-
level error-correction strategy [116]. This suggests that
symmetry transformation in the current work might pro-
vide a way to design quantum simulation algorithms that
are less sensitive to noises, where Ref. [42, 43] provide
excellent examples on such endeavor.

The challenge of quantifying practical quantum advan-
tage lies in carefully integrating all the above aspects at
each individual layer to derive concrete end-to-end re-
source estimation with a clearly defined resource metric.
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V. CONCLUSIONS AND OUTLOOK

In summary, we formulated a unified framework for
treating symmetries in quantum simulation of many-
body physics given quantum computers. We provided
concrete circuit constructions and resource estimations
for symmetry-adapted projection for common groups and
pairs of groups in many-body physics. We further demon-
strate the power of these symmetry-adapted routines,
i.e., the generalized phase estimation, by combining them
with other quantum simulation subroutines such as quan-
tum phase estimation. Example applications to impor-
tant condensed matter and quantum chemistry problems
ranging from 1D to 3D are discussed. The provable
speedups of these symmetry-adapted quantum subrou-
tines suggests their applicability in fault-tolerant era.
The symmetry-adapted quantum phase estimation cir-
cuit for a small molecule under minimal basis is also ex-
ecuted on noisy quantum hardware, demonstrating the
practicality of our framework for NISQ era as well. We
conclude the paper with a thorough discussion of ma-
jor open problems regarding symmetries in simulation
of many-body systems on quantum computers. We hope
the unified framework and the related open problems pre-
sented in this work serve as a solid stepping stone for fu-
ture endeavors exploring practical and provable quantum
advantages of simulation of many-body quantum systems
in the NISQ and fault-tolerant era.
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Appendix A: Character derivation of TGSA

The TGSA can be thought of as a linear combination of
projection operators associated to the irreps. The projec-
tor P̂Γ into the irrep Γ can be derived directly from the
characters only. Hence, this allows an easier construction
for groups with irreps of dimension larger than one.

To derive the projection operator equations into an ir-
reducible representation (irrep) using characters, we will
utilize the orthogonality relations of characters and the
properties of irreducible representations. This approach
leverages the fact that characters are invariant under con-
jugation and provides a simpler way to project onto irre-
ducible subspaces.

The character χΓ(g) of an element g in the Γ-th irrep is
the trace χΓ(g) =

∑
iD

Γ
ii(g) of the representation matrix

DΓ(g). The orthogonality relation for characters is given
by

1

|G|
∑

g∈G

χΓ(g)χΓ′(g−1) = δΓ,Γ′ , (A1)

where |G| is the order of the group, and δΓ,Γ′ is the Kro-
necker delta. Using this relation, the projection operator
P̂Γ into the Γ-th irrep can be derived using the charac-
ters of the group elements. The goal is to construct an
operator that projects any quantum state |ψ⟩ into the
subspace, transforming according to the Γ-th irrep. The
projection operator P̂Γ for the Γ-th irrep can be defined
as:

P̂Γ =
dΓ
|G|

∑

g∈G

χ∗
Γ(g)ρ(g) , (A2)

where dΓ is the dimension of the Γ-th irrep and χΓ(g) is
the character of g in the Γ-th irrep. ρ(g) is the unitary
representation ofthe group element g. To see how this
works, the action of the projection operator on |ψ⟩ is:

P̂Γ |ψ⟩ = dΓ
|G|

∑

g∈G

χ∗
Γ(g)ρ(g) |ψ⟩ . (A3)

Here, ρ(g) acts on the Hilbert space of |ψ⟩.

Next we prove that Eq. (A2) is a projector. To do this,

we need to check that applying P̂Γ twice yields the same
result as applying it once:

P̂ΓP̂Γ = P̂Γ . (A4)

To show this, let us start by substituting Eq. (A3) into
(A4)

P̂ΓP̂Γ =


 dΓ
|G|

∑

g∈G

χ∗
Γ(g)ρ(g)


 ·


 dΓ
|G|

∑

g′∈G

χ∗
Γ(g

′)ρ(g′)




=
d2Γ
|G|2

∑

g∈G

∑

g′∈G

χ∗
Γ(g)χ

∗
Γ(g

′)ρ(g)ρ(g′) . (A5)

Next, we can use the definition of homomorphism
ρ(g)ρ(g′) = ρ(gg′) to obtain the relation

P̂ΓP̂Γ =
d2Γ
|G|2

∑

g∈G

∑

g′∈G

χ∗
Γ(g)χ

∗
Γ(g

′)ρ(gg′) . (A6)

The next step is to define a new variable j = gg′ such
that g = jg′−1. After reindexing, we obtain

P̂ΓP̂Γ =
d2Γ
|G|2

∑

j∈G

∑

g′∈G

χ∗
Γ(jg

′−1)χ∗
Γ(g

′)ρ(j) . (A7)
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After using the homomorphism χ∗
Γ(jg

′−1) =
χ∗
Γ(j)χ

∗
Γ(g

′−1) and the orthogonality relation in
Eq. (A1) we obtain

P̂ΓP̂Γ =
d2Γ
|G|2

∑

j∈G

∑

g′∈G

χ∗
Γ(j)χ

∗
Γ(g

′−1)χ∗
Γ(g

′)ρ(j)

=
dΓ
|G|

∑

j∈G

χ∗
Γ(j)ρ(j)

= P̂Γ .

(A8)

Thus, P̂Γ is indeed a projection operator. In the case
of abelian groups, all the irreps are one-dimensional and
this can be applied in the same fashion as the TGSA by
summing over all irreps

TGSA |0⟩ ⊗ |ψ⟩ =
∑

Γ

dΓ
|G|

∑

g∈G

χΓ(g) |Γ⟩ ⊗ ρ(g) |ψ⟩

=
∑

Γ

aΓ |Γ⟩ ⊗ |ψΓ⟩ ,
(A9)

giving the projection of |ψ⟩ into the irrep subspaces ψΓ

weighted by aΓ.

Appendix B: Projection Circuits

If we are just interested in projecting into a given irrep
Γ, we can implement the projection equations exactly at
the cost of a uniform normalization factor

1

N
∑

Γ

P̂Γ |ψ⟩ = 1

N
∑

Γ

dΓ
|G|

∑

C

χ∗
Γ(C) ·

|C|∑

g∈C

ρ(g) |ψ⟩

=
1

N
∑

Γ

aΓ |ψΓ⟩ .

(B1)

The normalization constant is given by N =
√∑

Γ
d2
Γ

|G| .
In this case, a simplified circuit using just a PREPARE

oracle can be used. The PREPARE is a state preparation
oracle that stores the normalized coefficients in the first
column of a unitary by acting on the |0 · · · 0⟩ ancilla state

PREPARE =
1

N

NConj∑

C

dC√
|G|

|C⟩⟨0|+Π⊥ =




d1√
|G|

· . . .

d2√
|G|

· . . .

...
. . . . . .

dNConj√
|G|

· . . .



.

(B2)
where Π⊥ is a projector to the orthogonal space in the
rest of the matrix except the 1st column. The weight-
ing coefficient is given by dΓ = dC . The rows of PREP

are group conjugacy classes C. The abstract circuit to
implement the projector is shown in Fig. 17.

n
Γ|0⟩ PREPARE

SELECT[ρ̃G]

QCT †
G

|ψ⟩ |ψΓ⟩

FIG. 17. Quantum circuit for TGSA showing projection of
|ψ⟩ onto irrep Γ through post selection, where QCT is the
quantum character transform as defined in Eq. (7).

The projection circuits for the cyclic group ZM can be
simplified with PREPARE( 1√

2n
), since we act on n- qubits

where the state
∑

C
1√
2n

|C⟩ can be prepared by H⊗n

acting on the |0 · · · 0⟩ state. The overall circuit that is
shown in Fig. 18, which takes a very similar form as
the quantum phase estimation algorithm. However, we
are not reading out on the ancilla qubits but explicitly
projecting via post-selection for a given irrep Γ.

Appendix C: Frobenius Character Formula

The characters of the symmetric group SN can be cal-
culated by the Frobenius Character formula [49], sim-
ply from the coefficients of a multivariate polynomial of
x = x1, x2, . . . , xk, where k is the number of parts of a
partition representing an irrep Γ

χΓ(Cµ) =

[
∆(x) ·

∏

q

Pq(x)
jq

]

(l1,...,lk)

, (C1)

where χΓ(Cµ) is the character of a conjugacy class Cµ

represented by the cycle type given by the partition
µ = (mjm , · · · , 2j2 , 1j1), where jq is the number of cy-
cles of length q in the cycle type of the conjugacy class
µ. [· · · ](l1,...,lk) means the coefficient of the monomial

|0⟩0 H

QFT †

|Γ⟩0

|0⟩1 H |Γ⟩1

|0⟩2 H |Γ⟩2

|ψ⟩ T̂ 20 T̂ 21 T̂ 22 |ψΓ⟩

FIG. 18. Symmetry group transform for the cyclic group Z8,
using an explicit projection circuit. Since the input state on
the ancilla is the trivial irrep |0⟩0 |0⟩1 |0⟩2, the QFT in Fig.
4 can be simply replaced by a Hadamard transform in the
above.
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xl11 x
l2
2 · · ·xlkk in Eq. (C1).Γ is the irreducible representa-

tion corresponding to a partition Γ = (λ1, λ2, ..., λk) of k
parts. We introduce an index shift ln = λn+k−n for each
part (l1, . . . , lk). ∆(x) is the Vandermonde determinant
defined as

∆(x) =
∏

1≤a<b≤k

(xa − xb) . (C2)

This determinant captures the antisymmet-
ric properties of the conjugacy class, where
∆(. . . , xa, . . . , xb, . . . ) = −∆(. . . , xb, . . . , xa, . . . ),
with each variable relating to a part of the partition λ.
Pq(x) is the power sum symmetric polynomial defined as

Pq(x) = xq1 + xq2 + · · ·+ xqk . (C3)

This polynomial is used to encode each part of the cycle
structure of the conjugacy class Cµ.

∏
q Pq(x)

jq is the
product of power sum polynomials raised to the pow-
ers corresponding to the cycle structure of the conjugacy
class. Therefore, the coefficients of the polynomial en-
code the characters for a given cycle type µ for the various
irreps related to the index (l1, . . . , lk). Other computa-
tional methods exist for calculating the characters of the
symmetric group, such as those by Coleman [117].

Appendix D: Group Fourier Transform

Let us start by defining the Fourier transform over a
finite group G. In physics, we are all familiar with the no-
tion of a Fourier transform. It allows us to map functions
of time or time series to unveil their frequency spectrum.
Similarly, in quantum information, one can define Fourier
transforms associated to finite groups [118].

Now, consider a finite group G of order |G| and a quan-
tum state |ϕ⟩ =

∑
g wg |g⟩, where |g⟩ is a convenient

encoding of the group elements g ∈ G into ancilla reg-
isters. The group Fourier transformation FG is a map
from an arbitrary quantum state of the group elements
|ϕ⟩ =∑g wg |g⟩ to a new basis {|Γ, ij⟩}, such that

FG |ϕ⟩ =
∑

g

wgFG |g⟩ =
∑

i,j

∑

Γ

WΓ
i,j |Γ, ij⟩ . (D1)

Here WΓ
i,j are coefficients associated to irreducible repre-

sentation Γ. The corresponding matrix is given explicitly

by W Γ =
√

dΓ

|G|
∑

g wgD
Γ(g), where DΓ(g) is the ma-

trix representation of the irrep labeled by Γ with matrix
elements DΓ

ij(g). By taking the trace of this equation,

we obtain a relation tr(W Γ) =
√

dΓ

|G|
∑

g wgχΓ(g) to the

characters χΓ(g) = tr[DΓ(g)] =
∑

iD
Γ
ii(g) associated to

the group element g for the irrep Γ. The parameters dΓ
denote the dimensions of the irrep Γ and are related to
the order of the group via

∑
Γ d

2
Γ = |G|. In terms of

the coefficients wg and AΓ
i,j the inverse transform can be

represented as

wg =
∑

Γ

√
dΓ
|G| tr[D

Γ(g−1)W Γ]

=
∑

Γ

∑

ij

√
dΓ
|G|D

Γ
ji(g

−1)WΓ
ij(g) . (D2)

The group Fourier transformation is unitary and it can
be efficiently performed on a quantum computer [118],
where a subgroup chain known as a Bratelli diagram is
exploited. The group Fourier transform is explicit given
by

FG =
∑

Γ

∑

ij

∑

g∈G

√
dΓ
|G|D

Γ
ij(g) |Γ, ij⟩ ⟨g| , (D3)

where Γ labels the irreps. The inverse Fourier transform
is given by

F−1
G =

∑

Γ

∑

ij

∑

g∈G

√
dΓ
|G| [D

Γ
ij(g)]

∗ |g⟩ ⟨Γ, ij| . (D4)

Within a irrep Γ, a group element g is represented by
a dΓ × dΓ matrix with elements DΓ

ij(g). The Quantum
Character Transform can be obtained by tracing over
the i, j indices and factorizing on the conjugacy classes,
which is a more compact way of representing the group
Fourier transform for high-dimensional irreps.

1. Group Fourier transformation for the
permutation group Sn

Let us briefly summarize the most important aspects
of the group Fourier transform for the symmetric group
G = Sn for n objects [55]. This group is finite with an
order of |G| = n! and its elements are permutations of n
objects. Given a permutation g ∈ Sn, one can decompose
it as a product of elementary transpositions ck,k+1. The
irreps are then fully characterized in terms of partitions
and Young diagrams. In fact, to build the representation
Γj , we first need to calculate the representation of the ele-
mentary transpositions ck,k+1 by looking at the weighted
number of steps to reach two numbers in a given stan-
dard Young tableaux. For example, for n = 2, the order
is |S2| = 2 and there are two irreps Γ1 = (2, 0) =

and Γ2 = (1, 1) = that are one-dimensional. For
n = 3 the order of the group is |S3| = 6 and there are

three irreps. Γ1 = (3, 0) = and Γ2 = (2, 1) =

and Γ3 = (1, 1, 1) = . The irreps Γ1 and Γ3 are one-
dimensional, while Γ2 is two-dimensional. The irrep Γ2 is
two-dimensional because there are two standard Young

tableux TΓ2

A1
=

1 2
3 and TΓ2

A2
=

1 3
2 that act as basis
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defining the matrix representation DΓ2
i,j(g).

To define the group Fourier transform in Eq. (D3) for
the symmetric group G = Sn [29], we need to encode
the irreps and the group elements using ancilla quantum
registers. In order to do this, we use canonical coding of
an element g ∈ Sn. This gives a concrete indexing scheme
for elements with the implicit map back to permutations
as follows:

(i1, i2, · · · , in−1) ∈ Z2 × Z3 × · · · × Zn, (D5)

g = c
in−1

(1,2,··· ,n) · · · c
i2
(1,2,3)c

i1
(1,2). (D6)

An indexing scheme can be generated from group ele-
ments following this decomposition as follows:

Sn → {gi}, with i ≡
n−1∑

j=1

ij
n!

(j + 1)!
, (D7)

where this index is generated given any g with the form
of Eq. (D6) [55]. In general, for non-abelian groups,
we also need to encode the label Γ and the matrix in-
dices i, j and finally the group elements g associated to
the matrix representation DΓ

i,j(g). We refer the readers
to Ref. [55] for further details on this encoding. Ref. [55]
also provides an explicit construction of an efficient quan-
tum circuit implementing the group Fourier transform for
the symmetric group based on the group tower structure
S1 ⊂ S2 · · ·Sn−1 ⊂ Sn with poly(n) scaling.

Next, let us explicitly construct the group Fourier
transform in Eq. (D3) for the permutation group of
two particles G = S2 with group elements g ∈ S2 =
{id, c(1,2)}. Any group element can be encoded using a

single qubit |i1⟩ as g = ci1(1,2) where i1 ∈ Z2 as in the

canonical encoding. More specifically, the canonical en-
coding of the group elements is given by |id⟩ = |0⟩ and
|c(1,2)⟩ = |1⟩.
As for n = 2, the irreps are one-dimensional, we do

not need to encode the labels i, j in the group Fourier
transform of Eq. (D3). We can encode the irreps label
using a single qubit, i.e., |Γ1⟩ = |0⟩ and |Γ2⟩ = |1⟩. By
using these encodings, we obtain the explicit form for the
group Fourier transform for G = S2

FS2 =
∑

Γ

∑

g∈S2

√
dΓ
|S2|

DΓ(g) |Γ⟩ ⟨g|

=
1√
2
(|0⟩ ⟨0|+ |0⟩ ⟨1|+ |1⟩ ⟨0| − |1⟩ ⟨1|)

=
1√
2

[
1 1
1 −1

]
, (D8)

where dΓ = 1 and |S2| = 2. Note that DΓ1(id) =
DΓ2(id) = DΓ1 [c(1,2)] = 1 and that DΓ2 [c(1,2)] = −1.
Thus, in the canonical representation, the group Fourier
transform corresponds to a Hadamard gate FS2

= H.

Appendix E: Jordan-Wigner transformation and
symmetries of interacting fermionic models

In the main text, we discussed a non-integrable spin
model in Eq. (24). In this section, we will discuss sym-
metries of this model using standard tools of condensed
matter physics to show its complexity. We will show
that this model can be mapped to a system of inter-
acting fermions in momentum space, albeit being highly
non-local.

Pauli matrices satisfy an su(2) algebra and commute
at different sites of the spin chain. On the contrary,
fermionic operators at different sites anticommute. For
this reason, to build a fermionic representation of su(2),
one needs to include a highly non-local factor to satisfy
the anticommutation relation. The solution for this prob-
lem was found by Jordan and Wigner in a seminal pa-
per [119]. The Jordan-Wigner transformation is given
by

Zj = −(f̂†j + f̂j)

j−1∏

m=1

(1− 2f̂†mf̂m)

Yj = −i(f̂†j − f̂j)

j−1∏

m=1

(1− 2f̂†mf̂m)

Xj = 1− 2f̂†j f̂j . (E1)

Here the operators f̂†j and f̂j are the fermionic creation
and annihilation operators in real space, satisfying the

anticommutation relations {f̂i, f̂†j } = δi,j and {f̂i, f̂j} =

{f̂†i , f̂†j } = 0.

By using this transformation, the Hamiltonian in
Eq. (24) becomes

Ĥ = −
N∑

j=1

Aj(1− 2f̂†j f̂j)− J

N−1∑

j=1

(f̂†j − f̂j)(f̂
†
j+1 + f̂j+1)

−
N∑

j=1

Kj(f̂
†
j + f̂j)

j−1∏

m=1

(1− 2f̂†mf̂m)

− J(f̂†N − f̂N )(f̂†N+1 + f̂N+1)

N∏

m=1

(1− 2f̂†mf̂m) .

(E2)

From this we can see that the disordered spin chain
maps to a highly non-local Hamiltonian of interacting
fermions. The last term of the Hamiltonian is nothing

but the parity operator Π̂ =
⊗N

j=1Xj discussed in the
main text. One can show that the boundary conditions of
the fermions allow to map the Hamiltonian into two cou-
pled blocks with different parities. This can be achieved
by using the projector Q̂σ = [1̂+(−1)σΠ̂]/2 into the sub-
spaces with parity eigenvalue (−1)σ for σ = 0, 1, defined

in the main text and the identity Q̂0 + Q̂1 = 1̂. The
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Hamiltonian can be explicitly written as

(Q̂0 + Q̂1)Ĥ(Q̂0 + Q̂1) = Ĥ(+) + Ĥ(−) + Ĥ(+−) . (E3)

The positive and negative parity sector correspond to

fermions with anti-periodic f̂N+1 = −f̂1 and periodic

f̂N+1 = f̂1 boundary conditions, respectively [120, 121].
The two diagonal blocks of this decomposition can be
written in terms of the integrable part of the Hamiltoni-
ans as follows

Ĥ(±) = Q̂σ


−

N∑

j=1

Aj(1− 2f̂†j f̂j)


 Q̂σ

+ Q̂σ


−J

N∑

j=1

(f̂†j − f̂j)(f̂
†
j+1 + f̂j+1)


 Q̂σ . (E4)

The longitudinal field term ĤL = −∑N
j=1Kj(f̂

†
j +

f̂j)
∏j−1

m=1(1−2f̂†mf̂m) in Eq. (E2) breaks the parity of the
model and thus couples the different parity sectors giving
rise to the term Ĥ(+−). In summary, the different par-
ity sectors can be separated by taking into account the
boundary conditions of the fermions, while the longitudi-
nal field is responsible for the coupling between different
irreps.

Next, let us explore how to decompose the Hamilto-
nian in terms of invariant subspaces under the group
of spatial translations. To do that, we need to use

the discrete Fourier transformation f̂j =
e−iπ

4√
N

∑
k F̂ke

ikj

(see Ref. [120]) to the Ising model in the decomposition

Eq. (E4), where F̂k is the fermionic annihilation opera-
tor of momentum k in the Fourier space. Of course, from
our previous discussion on the relation between parity
and boundary conditions, only discrete values of the mo-
menta k are allowed within a given parity sector [120].
We will denote these particular values as k±.

Before doing the explicit calculation, we can see that

the Ising interaction term ĤI = −J∑N
j=1(f̂

†
j −f̂j)(f̂†j+1+

f̂j+1) is invariant under spatial translations and it can

be written in diagonal form as ĤI =
∑

k J(γ̂
†
kγ̂k − 1/2),

where the operators γ̂k = ukF̂
†
k + v∗kF̂−k define the total

momentum operator P̂ =
∑

k kγ̂
†
kγ̂k. This is a conserved

quantity of the Ising interaction in our Hamiltonian defin-
ing the symmetric sectors under translational invariance.

Both the transverse and longitudinal fields in our
model break the translational symmetry and generate
coupling between different sectors with momenta k. To
see how the different sectors are coupled, it is enough to
calculate the explicit form of the transverse field term

ĤT = −∑N
j=1Gi(1− 2f̂†j f̂j) in the momentum represen-

tation, as follows

ĤT = −
N∑

j=1

Gi(1− 2f̂†j f̂j) = −
N∑

j=1

Gi + 2
∑

k,k′

Mk,k′ F̂ †
k F̂k′

= −
N∑

j=1

Gi +
∑

k,k′

(Ak,k′ γ̂†kγ̂k′ +Bk,k′ γ̂†kγ̂
†
k′ + Ck,k′ γ̂kγ̂k′) .

(E5)

This expression already exhibits high complexity, as the
disorder coupled the different momenta k and while keep-
ing a good parity. Further, the longitudinal term couples
all the subspaces with momenta k for different parities.

In summary, while we can use tools from condensed
matter physics, the mapping to fermions makes the prob-
lem intractable. For this reason, our novel approach in
this work is advantageous, as we work directly with the
spin operators without using fermions.

Appendix F: Harper model on a cylinder and
quantum circuits

Our goal in this section is to demonstrate that by
considering periodic boundary conditions, the Harper-
Hofstadter model [67] can be represented using a simple
quantum circuit, which simplifies the task of Hamilto-
nian simulation that is essential for quantum phase esti-
mation.

To start with, we can directly perform a QFT on the
register using the digital encoding y of the integer y in the
Harper model in Eq. (31). As the magnetic translations
factorize

Ûb =

(∑

x

|x⟩ ⟨x+ 1|
)

⊗
(∑

y

|y⟩ ⟨y|
)

V̂b =

(∑

x

e2iπxb |x⟩ ⟨x|
)

⊗
(∑

y

|y⟩ ⟨y + 1|
)
, (F1)

we can perform QFT along the y axis to obtain

UQFTÛbU
†
QFT =

∑

ky,x

|x⟩ ⟨x+ 1| ⊗ |ky⟩ ⟨ky|

UQFTV̂bU
†
QFT =

∑

ky,x

e2iπ(xb−ky/N) |x⟩ ⟨x| ⊗ |ky⟩ ⟨ky| .

(F2)

By using these identities, we can show that Eq. (31)

transforms under UQFT as UQFTĤU†
QFT =

∑
ky

Ĥky ⊗
|ky⟩ ⟨ky| with Ĥky defined as

Ĥky =
∑

x

(
Jxe

2iπ(xb−ky/N) |x⟩ ⟨x|+ Jy |x⟩ ⟨x+ 1|+H.c
)
.

(F3)
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By using the expressions discussed above, we can show
that the evolution operator for the Harper-Hofstadter
Hamiltonian can be written in terms of a control uni-
tary, as follows

e−iĤt = U†
QFT


∑

ky

Vky
⊗ |ky⟩ ⟨ky|


UQFT , (F4)

where UQFT is acting on the second register. Thus, the
evolution operator can be simplified using the irreps (mo-

menta) |ky⟩ and the unitary Vky
= e−Ĥky t.
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